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Abstract Viewpoint is vital in guiding the user to understand the volume data. However, a model that can
recommend viewpoints conforming to user preference is hard to be represented explicitly. In this work, we
propose an implicit model for the best viewpoint recommendation of volume visualization with CNN-based
models to learn the traditional scoring method and user preference. Residual structures are applied for
reducing overfitting in simple scalar regression and solving the problem of accuracy getting lower as the
network getting deeper. Multi-level-based structures are applied to imitate the coarse and fine level in
human perception. The detailed experiments of comparison between our model and traditional methods
confirm the efficiency of our work. A case of application verifies that our model can flexibly realize a user
preference-based best viewpoint selection in volume visualization.

Keywords Scientific visualization � Machine learning � Computing methodologies

1 Introduction

Volume visualization is a key technology for studying and gaining insights from large and complex vol-
umes. Direct volume rendering technology has become an important part of them. When visualizing volume
data, the voxels are mapped from object space onto a 2D screen with color and opacity. In this process, the
selection of viewpoint plays an important role in helping users understand the volume data.

When users study the visualization of volume, they perform a task of imaginary reconstruction of the
volume data structure based on the observed view. This process can be seen as the process of reverse
engineering and is based mostly on the observed viewpoint. The reason is that users can observe the same
geometry from different observation angles, but the results can be completely different. A bad viewpoint
gives users very poor information about the volume data. It can result in many problems of occlusion and
even mislead the users in understanding the structure of the volume, while a view from a good viewpoint can
reveal important and featured information and greatly help users understand the complicated structure.
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There is also some evidence in psychological studies that the first view of a volume data leaves a deep
impression in people’s minds (Levin and Simons 1997). The selection of the best viewpoint is very critical.

Viewpoint is usually defined as the angle of the observation point at the spherical surface of the volume
data envelope and the distance of radius from the center point of the volume data. Ignoring the projection
size of volume data on a plane, i.e., the size of the observation radius, the viewpoint can be defined by a two-
dimensional vector. The two dimensions of such a vector are commonly referred to as the ‘‘longitude’’ and
‘‘latitude’’ of the viewpoint. In this paper, the range of longitude described is from 0� to 180� and the latitude
is from 0� to 360�, which is common for understanding.

Viewpoint selection is vital in various areas. For example, in the medical field, doctors can diagnose the
illness of patients through several CT scan images. The abnormality could only be detected from a specific
viewpoint. However, the selection of a good viewpoint is very complicated and challenging. The reasons are
presented as follows: First, because of the huge space of optional view selection, the continuity of viewpoint
requires a certain granularity sampling of the whole viewpoint space. The selection of the sampling scale is
very difficult. Second, the selection of viewpoint is based on the intermediate rendering results in the
volume rendering pipeline. Therefore, the task-driven transfer function has a huge impact on the reasonable
selection of viewpoints. For the same volume data, the user’s application of the different transfer functions
aiming at enhancing the presentation of different local features may lead to totally different evaluations for
the same volume from a specific viewpoint. And this phenomenon can further lead to the change in optimal
viewpoints. In addition to the application of transfer function, some other factors affecting the rendering
effect such as illumination and shadowing model also have great influence on the perception of views from
different viewpoints. The work of (Lindemann and Ropinski 2011) has a more detailed study of it. At the
same time, the change of the viewpoint can be either stable or hopping in a certain area in viewpoint space.
That means in some areas of viewpoint space for some volume data, a small shake in the viewpoint does not
cause a huge change in the evaluation of the view, while in other areas, the evaluation of view may be
completely different. The phenomenon is inseparable from the complex structure of volume data, and it also
brings greater challenges to the selection of the optimal viewpoint.

Many different traditional computational algorithms have been proposed to solve the problem of
selecting the best viewpoint. The basic idea comes from Shannon’s information entropy (Weaver 1949). It
counts up the number of pixels with different intensities to calculate the degree of disorder to judge a
rendered view. Other algorithms calculate the information entropy after clustering the voxels by various
factors such as surface orientation (Shen and Johnson 1995). All the algorithms above use explicit formulas
to calculate the best viewpoint of volume data. But explicit formulas can only explain relatively simple
rules. Generally, the principle to define whether a viewpoint is good or not could be very complicated, and it
is hard to define the best viewpoint among various viewpoints, especially when the users are involved in. As
the development of modern algorithms, (Shi and Tao 2019) apply deep learning to solve problems of
viewpoint selection. They cluster and summarize how the experts select the viewpoint in publications for
specific kinds of volume data and recommend it. It is inspiring but not flexible for multiple rules-based
recommendation, especially for user’s customized preference. So there is a urgent need to have a flexible
model which can adapt various principles, fuse these principles, and further learn the rules of user perception
and preference.

In this paper, we propose an CNN-based model with residual- and multiple-level structures to predict
scores of rendered views from specific viewpoints. The input of our model is a set of rendered images from
different viewpoints and corresponding scores generated by computational algorithms and adjusted by users.
The input should include different kinds of structures to cover the feature space so that our model can have
strong generalization ability. Comparing with the ground truth, our model achieves satisfactory results. The
predicted results of the best and worst viewpoints often hit the ground truth. The average error rate
evaluation parameter is relatively low. We also provide several local representative views to enrich our
results, which can reveal a large amount of information about the volume within a short period of time. Our
model can predict even more meaningful views compared with ground truth in some cases when applying
our local representative views, which indicates that scores predicted by our model are more smooth in the
whole viewpoint sampling space. Experimental results show that our model is light but effective.

Our model improves the traditional models in two aspects. First, it provides a non-analytic and non-rule-
based computing approach to realize the mapping from rendered views and scores. It can not only simulate
traditional methods effectively but also involve in user preference in adjustment on scores to realize the
combination of many different methods which is hard to express explicitly. Second, our model costs less
time than traditional entropy-based methods in data processing.
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The remainder of this paper is organized as follows: In Sect. 2, we review the previous work related to
our method. Section 3 describes our target problem in each step and introduces our deep learning model in
detail. The design and results of different experiments are shown in Sect. 4. In Sect. 5, we discuss the
advantages and the parts that need to be improved. At last, Sect. 6 presents the conclusions and Sect. 7
introduces the future work.

2 Related work

2.1 Best viewpoint selection

The best viewpoint recommendation is a complex task in volume data visualization and exploration. The
definition of the problem itself and the main challenges have been demonstrated in previous parts. Many
different kinds of traditional algorithms have been proposed in previous works. Most of them are compu-
tational rule-based methodology. That means they propose a digital scalar to describe the evaluation of a
specific view by complex analytical calculation. Shannon’s information entropy (Weaver 1949)-based
evaluation is the most universal and classic approach. The basic version is based on statistics and probability
distributions of pixel intensity. This kind of computational evaluation is very useful. It has many applica-
tions in camera lens guiding algorithms. Specifically, the evaluation is computed using the formula as shown
below where pj means the probability distribution of intensity p.

E ¼ �
X

j

pj log2 pj

Some improvements have been proposed. One common idea is to apply weight to different structured
segments in the volume. Viola et al. (2005) One variant of this algorithm is to introduce isosurfaces (Shen
and Johnson 1995). The faces of different orientations in the volume data are clustered for the projected
pixels at a specified viewpoint. The weight settings for different isosurfaces can be determined by the
transparency set in the transfer function of the voxels on the projected point path. Then, by identifying the
volume data block of the partition formed by a different isosurface clustering, a feature-based entropy
evaluation method (Takahashi et al. 2005) has been proposed and proved efficient. The formula is presented
below where S means the total area of the view and Aj is the area of the isosurface obtained by different
clusters.

E ¼ �
X

j

Aj

S
log2

Aj

S

At the same time, the proximity, similarity, and stability of different viewpoints are also considered as
factors for viewpoint evaluation. Bordoloi and Shen (2005) propose an effective approach where Jason–
Shannon divergence description model is used to define the difference between viewpoints. By obtaining the
gray value distributions q1 and q2 of the two views and the multiplexing of the information entropy formula,
the similarity calculation formula is given as follows:

JSðq1; q2Þ ¼ 2Hð1
2
q1 þ

1

2
q2Þ � Hðq1Þ � Hðq2Þ

Apart from only rule-based computational algorithms, users’ interaction can also be involved in the best
viewpoint selection. Users select a focus object of interest from a set of pre-defined features to help model
evaluate different views (Viola et al. 2006). Secord et al. (2011) collect human preferences on viewpoint
selection from user study, and a perceptional model is then built for viewpoint selection. With the rapid
development of machine learning techniques, many existing works have involved learning-based workflow
to solve the problem. Tao et al. (2016) utilize rendering images of volume in published papers to learn the
preference of visualization experts in viewpoint selection. Then, Shi and Tao (2019) apply CNN-based deep
learning techniques to replace manually designed features to enhance the effectiveness, which is a huge leap
in good viewpoint selection analysis. They conduct viewpoint estimation for images from publications to
analyze how the experts select the good viewpoints and apply clustering techniques to recommend the best
viewpoint for specific volume. Compared with this state-of-the-art method, we focus on the combination of
user preference and traditional evaluation rules.
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The best viewpoint selection not only recommends the viewpoint with the highest score. Some works
focus on generating a set of views (Zheng et al. 2011) to get the biggest score coverage with the smallest
number of views with evolutionary algorithms to solve SCP problem (Karp 1972). For time-varying volume
data, specified algorithms also work well to track and optimize. A dynamic plan-based view path generation
algorithm is proposed to generate a video of views from the best viewpoints (Ji and Shen 2006). Previous
works inform us the urgent demand for a flexible and efficient model which can recommend good view-
points in most conditions. We notice that a flexible model that can combine computational, analytic
traditional methods and user interactive preference-driven data is still on demand. Deep learning works well
in dealing with multimodal data. It can fuse the features, extract something valuable, and finally make
precise predictions. It is interesting and possible to build a deep learning-based model to solve the problem
of the best viewpoint selection. Different from (Shi and Tao 2019), we evaluate each view from different
viewpoints quantitatively rather than their clustering-based recommendation after volume classification,
which leads to an in-depth understanding of the whole viewpoint space. Our recommendation covers not
only global optimal ones but also local representative ones. User’s customized preferences can also be easily
fused and learned. To some extent, Our exploration in the best viewpoint selection is more insightful.

2.2 Deep learning for image analyzing

Deep learning is one of the supervised machine learning technologies which are effective to help solve
problems with the deep neural networks. It has been successfully applied to various fields, including image
processing area. Apart from traditional image analyzing pipeline, deep learning-based methodology applies
deep feature which is automatically extracted from raw image data instead of manually designed task-driven
features, such as sale invariant feature(SIFT) (Lowe 2004), local binary mode(LBP) (Ojala et al. 2002), and
direction gradient histogram (HoG) (Dalal and Triggs 2005). Deep learning-based complete pipeline also
replaces the traditional workflow of classification after feature extraction.

Convolutional neural networks (CNNs) (LeCun et al. 1998) are one kind of famous deep neural net-
works that have been proved efficient in analyzing images in a series of previous outstanding works. Locally
linked convolution benefits a lot in matrix-like input data operation and analysis. Many famous structures
like batch normalization layers (Ioffe and Szegedy 2015) and pooling layers are also used in CNNs to
improve the performance. Other state-of-art technologies and structures like ResNet (He et al. 2016) that
introduced cross-layer connection (Srivastava et al. 2015) are applied to solve degradation problems in
training which inspired us in modifying a model a lot. The modern idea of multi-level structures in deep
learning structure design is also applied in our proposed framework. Low-pass filtering and spatial fre-
quency sampling can be utilized to generate a multi-resolution image pyramid.

Image evaluation always plays an important role in image analyzing and receives extensive attention.
Deep learning especially involves actively in this area for its good capacity of implicit coding. This problem
can be modeled to a regression problem from image to tensor to achieve high accuracy in big datasets with
the help of CNN training (Bianco et al. 2016). Many factors affect the final result of the prediction. Style-
based semantic attributes extracted from images can also be considered in models (Lu et al. 2015). The
quality of images to be analyzed is vital as well. Models with spatial pooling pyramid to adapt to different
sizes of picture input increase the accuracy of predictions again (Mai et al. 2016). Visualization system for
explainable intermediate results in CNN models also provides valid evidence for the efficiency of deep
learning-based model (Malu et al. 2017).

Previous works presented above verify the feasibility of utilizing CNN models to learn evaluation from
one or several quotas. We think it is also efficient and promising when transferred to the evaluation of
rendering results from specified viewpoints in volume visualization. The evaluation is identified with a more
challenging concept. Different from traditional aesthetic-based evaluation, a view with a high score means it
displays more information of the inherent structures of volume, which we think is interesting and possible to
evaluate by a deep learning-based model.
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3 Method overview

3.1 Pipeline

Figure 1 shows the overview workflow of our approach. In this work, we propose a rendering image-
based best viewpoint selection algorithm. Generally speaking, we evaluate the rendering views of volume
data with specific rendering parameters from different viewpoints and score them. The first step is to
generate the renderings. We apply an evenly spaced spacing algorithm to sample in viewpoint space. Then
we apply ray casting-based rendering techniques to generate the rendering images. After rendering images
are fed into the trained model, we will get a list of scores for each sampled viewpoint. We rank all the scores
from all viewpoints, and the viewpoint with the highest scores is recommended as the best viewpoint. To
guide users to get an overview understanding of volume data, we also recommend some more meaningful
views with high scores according to our local representative views’ recommendation algorithm. That means
we consider not only the absolute scoring rank to recommend good viewpoints but also something more
important like the distribution and smoothness of scores in viewpoint space. In the following parts, we will
introduce algorithms and model structure involved in our pipeline in detail. Techniques in model training
and testing also include.

3.2 Evenly spaced sampling algorithm on sphere

To get the best viewpoints of volume data, we need to sample some specific ones first. The sampling
strategy is the most important one in this process. We proposed two options including randomly sampling
(Guralnik et al. 1985) and evenly spaced sampling (Hicks and Wheeling 1959). Randomly sampling
consumes little time and may collect more data with randomness. But it differs a lot and cannot be stable in
the process of sampling viewpoints for various volume data.

Spatial uniform sampling strategy is another optional strategy and has a great advantage over random
sampling algorithm on the fixed distribution of sampling points. Many existing algorithms have been
proposed to solve the problem, including the transformation-based Marsaglia method on three-dimensional
spherical surface (Marsaglia 2003), regular polyhedral split sphere based on Fibonacci grid (Stanley 1975),
and so on. In our work, we applied an evenly spaced sampling method based on a force-directed algorithm.
After several epochs of iterations, the sampling points can be sampled evenly on the sphere surface. Evenly
spaced sampling benefits from the smooth surface interpolation a lot and can get different types of features
from possible views. But for any volume data, the positions of sampling points always get the same, which
may be a little rigid in model training.

The sampling number is another thorny problem. We must reach a balance between the effect, stability,
and time cost and finally confirm one which fits our model well. We do some trials presented in Table 1 to
achieve a suitable number of samplings which can recover the information of the whole volume to get the
best viewpoints. Based on the data provided below, we can see 200 samples lead to an acceptable error rate
while minimizing the cost of preprocessing. In all the experiments presented in our work, we apply an
evenly spaced sampling strategy to get 200 viewpoints on volume data. The overall result of our sampled
200 viewpoints is presented in Fig. 2.

Viewpoint
 Sampling Input Output Ranking

Best 
Viewpoints

Volume Data

Transfer
Function
Selection

Rendering Results Implicit Model Score Ranked List Recommended
Viewpoints

(1°, 262°) (-4°, 275°)

(19°, 68°) (-28°, 106°)

Local Representative Viewpoints Recommendation

Rank  Angle Score
#1  (1°, 262°) 2.5752
#2  (-4°, 275°) 2.5699
...  ...  ...
#200  (84°, 257°) 1.5020

(-44°, 291°)

(-40°, 271°)

(23°, 108°)

(-44°, 291°)

(-40°, 271°)

(23°, 108°)

2.3092

2.2181

2.2569

Fig. 1 Workflow of our approach. Volume data are rendered as images at sampled viewpoints. They are fed into the trained
model to generate the evaluation of each rendering view. Then, ranking or local representative viewpoint recommendation
algorithm is applied to generate the best viewpoints for users to guide them in understanding the volume data
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3.3 Generation of local representative views

In previous works, after calculating scores of rendering results of volume data on sampling viewpoints
according to some given computational rules of evaluation, best viewpoints are selected according to the
ranking of scores (Vázquez et al. 2001). However, it is not enough in the application. Firstly, views in near
viewpoint space commonly tend to present the same structures for volume data, although some viewpoints
are not very stable (Bordoloi and Shen 2005). Secondly, there are actually some viewpoints with rich
information evaluated by human perception, but these viewpoints fail to get high scores. They may be
dismissed if only scores are taken into consideration. So we propose the algorithm below to get some good
viewpoints that can cover the important structures in local representative regions.

3.4 Model selection

Traditional rendering views’ evaluation is mostly based on Shannon’s information entropy, which is a
complex computational rule-based algorithm. We want to choose a model to express the computational
process implicitly. What’s more, if users want to customize the preference, we can only adjust the training
data a little to realize. Deep learning works well in implicitly expressing a type of mapping. So neural
networks are chosen as our starting point. In this work, we propose our image2score model to simulate the
process implicitly.

Fig. 2 Result of evenly spaced sampling on sphere with force-directed-based algorithm: a visualizes it by projecting it to 2D
screen; b is an extension map of the surface of sphere. The horizontal direction represents longitude, and the vertical direction
represents latitude. A point on the plane represents a viewpoint from a specific angle

Table 1 Error rate of our model when applying a different number of viewpoint samples in training to predict the best
viewpoint in the volume visualization

Number of samplings CT chest (%) CT head (%)

100 1.12 1.06
200 0.84 1.15
500 0.73 0.71
1000 0.74 0.82
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Our model input is a rendering result image from a specified viewpoint. Convolutional neural networks
work well in dealing with matrix-like input data. It can remain the space information which is vital when
carrying out basic operation of convolution to extract features. The input of images is preprocessed to the
size of 256*256. Every image has four channels in total including RGB and alpha. The output of our model
is a scalar of score whether from traditional computational methods or user-adjusted scores. So the basic
guiding idea of our model is to get down the size of data as the input data are fed into deeper layers. We set
the convolution kernel size as four, stride as two, and padding as one. Every time the convolution is
operated, the size of data gets down as half of the previous. To compensate for the number of parameters lost
in the neural network, we double the channel every time the size of data gets the half. Each time after the
convolution operation, a normal batch operation is necessary. It helps a lot in dealing with the gradient to
disappear and explode in the back-propagation algorithm. We use a rectified linear unit as our activation
function between layers to achieve a small gradient to avoid neuron abating when inactivating. When the
size of data gets small enough, the benefit of convolution layers that only links a small range of data blocks
to avoid overfitting vanishes. So we change to apply fully connected layers to accelerate the training speed.
Rectified linear units are still in use between layers. After several operations, data are finally transformed
into a single scalar. Above is the baseline of our model.

To modify our model, we apply residual structures. Firstly, residual structures help to get our models
deeper. Our task for rendering results evaluation is modeled as a simple scalar regression problem. Deeper
layers help to reduce overfitting (Hawkins 2004) when the form of target output is not too difficult.
Secondly, residual structures can reduce the problem of accuracy getting lower as the network getting
deeper, which is discussed by many previous works (He et al. 2016). So we add two convolution layers with
the convolution kernel size as three, stride size as one, and padding size as one after every convolution layer
to build a convolution module. The input and output size is the same with this parameter setting. In every
convolution module, we store the result after every initial convolution layer and calculate the sum of the
initial data and the result after these two new convolution layers.

We finally want to change the score to adapt user preference which is based on human cognition. That is
we must design the structures targeting at human-like information processing. To simulate the coarse and
fine level in human perception, multi-level-based structures should be included. We crop three different
sizes of windows from the raw input image. Convolution operations are carried out to each of them. Then,
we upsample to integrate information and balance the number of parameters (Zhao et al. 2017). Finally, we
stack them together and after using 1*1 size kernel convolution (Lin et al. 2013) for feature channel
integration. Our revised model takes in the same size of input of models we mentioned above. The overall
structure of our model is presented in Fig. 3.

In the training process, we set batch size as ten and shuffle the training data every time to reduce
overfitting. We apply the classic MSE as our loss function. We choose basic stochastic gradient des-
cent instead of the famous Adam algorithm as the optimizer for quick training speed. Momentum is used to
relieve unstable vibration. The adaptive learning rate is also concerned to ensure convergence (Behera et al.
2006). As the number of epochs gets bigger, we apply exponential attenuation to it to approach the correct
gradient direction smoothly. We set the epochs of training as one hundred. In common scenes, our loss will
come down 10�3 magnitude. GPU accelerating technique is utilized. High speed exceeding is achieved
exceeding 20x. Training a model with twenty volume datasets as training input will take about two hours
each time.

4 Results

To illustrate the efficiency of our model, we propose many kinds of experiments to identify it. Our
demonstration will be divided into three parts. Each part focuses on one factor which can influence the effect
of viewpoint recommendation including transfer functions, volume datasets, and user preference.

Table 2 shows an overview parameter-based experimental testing results. Our indicators include num-
bers of hits in top-3 and worst views, the average distance of top-3 views in best matching conditions, and
average error rate in all datasets. With the help of the table, we can get a deeper understanding of the results
from our experiments. We find that when our model input covers the feature space enough, the result may be
pretty good. Detailed analysis is demonstrated below. If there is no special description, the ground truth in
the experiments below means the best viewpoints recommended by entropy-based methods. The predicted
results are the recommendation from our proposed model.
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Author's personal copy



4.1 Experiments on different transfer functions

In the best viewpoint recommendation for volume data, transfer functions play an important role. Different
transfer functions are applied to enhance different types of specific structures in volume data to help users
understand it. Best viewpoints may greatly differ when different styles of transfer functions are applied for
specific observation purpose. We applied several styles of transfer functions to a specific volume data to test
how many kinds of transfer functions should be applied to get a good result for our model, and to illustrate
that how our mode takes in the features and integrates them.

We elegantly design our experiments as follows. We can make a metaphor in linear algebra to illustrate
our experiments. The transfer functions in training set are like the basements of vectors, and these in the

... ...Crop Stack

4*256*256

4*256*256

128*256*256

128*256*256

128*256*256

32*256*256

32*256*256

32*256*256

64*64*64

128*64*64

128*64*64

128*64*64

32*64*64

128*16*16

128*16*16

128*16*16

32*16*16

1024*16*16 32*256*256

96*256*256
64*128*128

2048*1*1 1

Conv Layer

BatchNorm Layer

LeakyReLULayer

Residual Layer

Linear Layer

Upsampling

Fig. 3 Structure of our deep learning network. When data get in, we crop different sizes of windows as new input data. Each
dozen of image windows is transformed by residual structures while maintaining the raw size. Then small images are
upsampled to the size of the raw image and stack them together. Then, we apply several layers of convolution, batch normal,
and leaky Relu to extract features. When the size of data comes down, we reshape it to vectors and apply fully connected layers
to generate a single scalar

Table 2 Overall experimental results. Experiments 1.1, 1.2 and 2 are aimed to test the influence of different styles of transfer
functions. Transfer functions applied in experiments 1.1 and 1.2 are a simple linear combination, while transfer functions
applied in experiment 2 are an implicit expression of combination. Experiments 3.1 to 6 are aimed to test the influence of
different datasets. Experiment 3 focuses on data with the same structure. Experiments 4 and 5 are controlled experiments on
similar volume datasets. Experiment 6 focuses on tests in simulation datasets

Id Training set Testing set Top-3 view hits Worst view hits
Averagetop� 3

Matchdistance

Average

Errorrate
1.1 Head (3 TFs) Head (new TF) 1 Yes 16.1335 0.0439
1.2 Carp (2 TFs) Carp (new TF) 3 No 0 0.0229
2 Head (12 TFs) Head (new TF) 1 Yes 17.0628 0.0996
3.1 Chest Chest (new volume) 3 Yes 0 0.0068
3.2 Bonsai Bonsai (new volume) 1 No 10.2115 0.2999
4 Head Foot 1 No 35.5315 0.1105
5 Head, chest, tooth, foot Knee 2 No 15.8114 0.0712
6 All data Simulation data 1 Yes 17.3245 0.0703
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testing set are a specific points in whole tensor space. We want to study whether our model can learn the
input features, and express an arbitrary point in feature space. We divide our experiments into two different
levels. In experiment 1, we can comb out the weight of each basement vector clearly. That means the
transfer functions in the testing set can be explicitly combined by input. But in experiment 2, it is very
abstract and hard to find out, which indicates that the transfer functions in the testing set are implicitly
expressed.

In experiment 1.1, we render medical CT head volume data with 3 kinds of transfer functions. Each of
them emphasizes a specific vital structure of head including skins, soft tissues, and bones. The testing set is
rendered by a transfer function which is the combination of the three peaks in transfer functions above. The
results show that our model makes a rather good prediction. There is a hit on top-3 viewpoints and the worst
viewpoint. Then, we extend to natural objects. In experiment 1.2, we applied two different transfer functions
on it, each of which emphasizes a specified vital structure including skins and bones as well. The transfer
function in the testing rendering set is the combination of these two. Our model makes an almost perfect
prediction again. The average error among the whole testing set comes down to a quite low value.

In experiment 2, we prepare 12 different types of transfer functions for a medical CT head volume data.
Each of them exhibits a distinctive style in different thicknesses and intensities for showing different
structures. The testing result is rendered by another transfer function which is an implicit combination of
transfer functions above. To make our analysis more intuitive, Fig. 4 is an example showing the comparison
between predicted and ground truth. We noticed that results from our model differ from ground truth a little
in that our model narrows the range of scores. But the best and worst viewpoints are to enhance the same
structures of volume data although there is some difference.

As a summary of the analysis above, our model works well when predicting new rendering results with
transfer function which is a conceptually linear combination of trained transfer functions whether it is
obvious to find out or not. And we can always find some common good or bad viewpoints even when
transfer functions are differently chosen to be applied to the same dataset, which reflects that our model
actually has learned some inherent features from raw volume data.

4.2 Experiments on different volume datasets

In the best viewpoint recommendation for volume data, volume datasets play another important role in it.
Volume data have some inherent features which can influence human perception a lot. In this section, we
want to drop the influence of transfer functions to analyze the volume data adaption of our model inde-
pendently. Due to the reasons above, transfer functions for volume rendering are elegantly designed with the
rule that opacity is chosen for enhancing inherent features and color selection accords to research common
sense. We still mainly choose ample medical CT volume data in testing. We want to illustrate the superiority
of our model in the different dataset adaption in the following part. Generally speaking, our model can

Top-3 Worst

Predicted

(23◦ ,108◦) (26◦,129◦) (7◦,132◦) (-81◦,112◦)

Entropy-based

(7◦,132◦) (-7◦ ,132◦) (15◦ ,121◦) (-81◦,112◦)

Fig. 4 Top-3 viewpoints and worst viewpoint of head volume data. There is a top-3 view hit (7�,132�) and a worst view hit (-
81�,112�)
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effectively learn the structure of different volumes, summarize the information, and even make some
derivations.

We elegantly design our experiments as follows. Firstly, we want to test volume data with similar
structures. That means the group of volume data describes the same kind of object but differs from each
other individually. Then, we want to test similar types of volume data. That means although they are not
describing similar objects, there is still something common among them such as methods to generate the
volume data like CT scanning or they belong to the same individual. Finally, we want to test simulation data
which are generated by programs, fake and non-existing in our daily lives. We want to verify that our model
has the ability to transfer from real volume to simulations.

In experiment 3.1, we combine 12 different CT chest volume data as a training set. Volumes are rendered
by transfer functions with a similar style. The testing set is another CT chest volume data rendered according
to self-structure. Our model finds out the rendered views with top-3 highest scores and the lowest scores.
The scores predicted for each viewpoint are also similar to the ground truth. Medical volume data cannot
convince all. In experiment 3.2, we propose nature volume data bonsai as another experiment. The result is
still pleasing but relatively worse to some extent due to the complexly mottled flowerpot. Our model tends to
identify the bottom viewpoint as the best ones where the rendering shows complex color patterns but simple
structure. Inspired by the phenomenon, we will discuss it further in Sect. 4.3.

We continue exploring the combination of different datasets as training and testing. In experiment 4, we
get a series of CT head data as input and testing with chest and foot to conduct a controlled experiment. The
result is not good enough. The value of average top-3 match distance is very big. But the result is very easy
for understanding, that is, our data input is not enough to express the feature of output and we need to get
more volume of parts in body to enrich the features to be extracted by our model. These volumes are also all
generated from CT scan which means they have the common meaning for intensity. In experiment 5, we
collect head, chest, foot, teeth parts of the body as input and testing the body part of knees. This time, the
result can be better for more features of human parts which are taken into account. There are two hits on top-
3 best views.

Then, we can extend to artificial volume data. In experiment 6, we combine all the medical data we
mentioned above such as head, chest, foot, knee, tooth. We also add some real nature volume data such as
carp. Real artificial object data such as engine are added as well. The transfer functions for these training
data are still based on their self-structure and may differ in color style. We use combustion simulation data
as testing. Figure 5 shows the results of local representative view recommendation. It is pleasant that our
model recommends three totally different views while the ground truth only recommends several sym-
metrical similar views. Local representative view recommendation with our algorithm puts out more
viewpoints for users, which is with valuable information and quite reasonable. It reflects whether the global
score distribution is smooth or not at some level. In this case, scores distribution predicted by our model is
more adaptable for recommending several local representative ones, which indicates that our model gets

Local Representative Views

Predicted

(−82◦ ,248◦) (81◦ ,67◦) (27◦ ,250◦) (−13◦,287◦)

Entropy-based

( 82◦ ,248◦) (84◦,257◦) ( 70◦,77◦) (81◦ ,67◦)

Fig. 5 Local representative views of combustion volume data all over the viewpoints space. Our model also works well on
simulation data even our training data cover only real data
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some advantages in predicting scores in the whole viewpoints space. The analysis above shows that even
when the testing data is a simulation, only if the training data covers enough features, can the trained model
be strong enough.

4.3 Experiments on user preference-based evaluation

There is a gap between computational results and user preference results. The best viewpoint of ground truth
is greatly influenced by the semantics of raw volume data. For example, in the training process of bonsai
volume data, the traditional method is misled to select the view of the big earthy yellow bottom as the best
viewpoint. That viewpoint is obviously puzzling for users and not in common sense. So there is an urgent
demand to test whether our model works well in preference-based best viewpoint adjustment method.

We propose several CT chest data which involve CT board correlation as an application case. Users tend
to rotate volume data to drop the influence of the CT board when they explore the data. So we adjust the
scores generated by entropy-based methods. We give a multiplication punishment parameter to view back to
camera lens according to the effect of correlation. We feed the adjusted dataset to our model and then do a
test on a similar chest data. We can see the recommended views obviously tend to be front to camera lens
after training. Figure 6 shows several local representative views generated by our algorithm compared with
the ground truth which is only generated by original computational methods. In the results predicted from
our model, the orientation is all from the front and avoids the effect of occlusion. In other words, our model
can efficiently catch the features we implicitly expressed in score adjustment.

5 Discussion

We first report the performance of our model. To demonstrate our model has an outstanding speed
exceeding with GPU acceleration, we test the running time of programs realized by traditional entropy-
based methods in each type of experiment for comparison. Detailed information of our experiments is
presented in Table 3. The time cost of the entropy-based scoring algorithm is always over six times the cost
of our GPU accelerated model, which guarantees the efficiency of our model. But we realize that the benefit
of efficiency actually comes from the power of GPU computation. We consider little on the optimization of
storage and computation on GPU.

Some restrictions remain. In our work, the quality of our rendered results is fixed to the resolution of
256*256, which is the main restriction of our work. The quality of images affects the result of image
analysis obviously. Full convolution CNN (Long et al. 2015) has been widely concerned during these years.

Local Representative Views

Predicted

(19◦,68◦) (23◦,108◦) (−24◦,57◦)) (43◦ ,38◦)

Original

( 40◦ ,271◦) ( 44◦,291◦) (31◦ ,265◦) (30◦,305◦)

Fig. 6 Local representative views of chest volume data all over the viewpoints space. The results in the first line are the
recommendation from our model based on user-adjusted scores which indicate user preference in avoiding occlusion. The
results in the second line are the ground truth generated from scores judged by entropy-based methods
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It can fit different sizes of input. As to multiple-level structures, spatial pooling pyramid technique (He
et al. 2015) can extract a feature vector in a fixed length from different sizes of data input. These two
techniques may be a solution to our problem.

Another possible improvement in our proposed method is to apply the end-to-end learning approach to
generate a model that can recommend best viewpoints in volume visualization. It dismisses troublesome
preprocessing and is worthy to try. But the elegant representation of volume data and transfer functions as
input should be discussed.

6 Conclusion

We proposed an efficient CNN-based model to predict the score of a rendered view from a set of specified
viewpoints of volume data. We demonstrate its efficiency according to different types of experiments. The
best viewpoint predicted by our model often hits the ground truth. User preference can also be implicitly
learned to generate preferred views by modifying or identifying the scores. The algorithm of local repre-
sentative views is well applied to guide users in understanding the structure of volume data.

7 Future work

In future works, we plan to apply real user preference-based scores to train our model to realize a user-
specific best viewpoint recommendation. In the case study of this paper, we apply evaluation data which are
customized by user preference as training input to build a model and achieve great progress, which has
proved the feasibility and effectiveness. To reach the goal, we have built an online platform to collect users’
preferences among several viewpoints. Users are asked to select the best view from four given views which
is generated from an elegantly designed algorithm. After transferring the preference-based data into the
format of ranking scores, we can then feed them into our model. Finally, we can get a model meeting the
taste of the user.
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