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Figure 1: Visualization results of a mouse intestine microvilli data set with lens of DICVR (Differential Interference Contrast Volume Rendering)
and PCVR (Phase-Contrast Volume Rendering) in the context of DVR (Direct Volume Rendering). While both methods can enhance the structure
details of the noisy data, DICVR is able to clearly depict the small micro-filament structures in each microvillus.

ABSTRACT

In this paper, we propose a novel volume illustration technique
inspired by interference microscopy, which has been successfully
used in biological, medical and material science over decades. Our
approach simulates the optical phenomenon in interference mi-
croscopy that accounts light interference over transparent speci-
mens, in order to generate contrast enhanced and illustrative vol-
ume visualization results. Specifically, we propose PCVR (Phase-
Contrast Volume Rendering) and DICVR (Differential Interference
Contrast Volume Rendering) corresponding to Phase-Contrast mi-
croscopy and Differential Interference Contrast (DIC) microscopy
respectively. Without complex transfer function design, our pro-
posed method can enhance the image contrast and structure details
according to the subtle change of Optical Path Differences (OPD),
and illustrate the thickness change and occluded structures with in-
terferometry metaphors. In addition, we also develop a user in-
terface to enable slicing specimen sections in volume data. Fo-
cus+context lens are also included in the system for convenient data
navigation and exploration. As the proposed methods are based
upon widely applied microscopy techniques, they are intuitive for
domain experts to explore and analyze the volume data with the pro-
posed methods. The feedbacks from domain users suggest our pro-
posed techniques are useful volume visualization approaches com-
plimentary to the traditional ones.
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1 INTRODUCTION

One of the major challenges in volume visualization is how to ef-
fectively present sophisticated structures in the data. Direct Vol-
ume Rendering (DVR), which is a well-developed technique widely
used in many applications from medical diagnosis to scientific re-
search and engineering, is capable of depicting the appearance and
the shape of the 3D volumetric data. However, the straightforward
approaches are not always the most effective way to convey impor-
tant features in different data. For example, achieving good DVR
results relies much on data quality and Transfer Function (TF) de-
sign [16]. It is very difficult to generate high quality DVR images
if the data is noisy or hard to be classified by TFs.

Recently, visualization researchers have begun to learn from tra-
ditional imagery techniques that are developed long before the com-
puter era. For example, in history, technical illustrations effectively
depict information by omitting or simplifying unimportant details
while enhancing the most significant features. In modern visualiza-
tion techniques, illustration techniques have also been introduced to
the volume visualization domain [8]. Photographic techniques have
also been investigated by visualization researchers for applications
in volume illustrations, such as schlieren [27] and interferometry
experimental based methods [2] used in flow visualization.

In this paper, we propose Phase Contrast Volume Rendering
(PCVR) and Difference Interference Contrast Volume Rendering
(DICVR), inspired from interference microscopy practice. Mi-
croscopy is the technical field of using microscopes to view small
specimens. Optical and electron microscopy involve the reflection,
diffraction, refraction of light and other electromagnetic radiation



incidents, and the subsequent collection of the scattered radiation
to reconstruct an image. Since its invention over four centuries ago,
microscopy has undergone tremendous improvement for better de-
piction of subjects. Phase-contrast microscopy, developed by the
Dutch physicist Frits Zernike in the 1930s, is a widely used tech-
nique that can convert differences in refractive index as differences
in contrast. Based on phase-contrast microscopy, Nomarski further
invented Differential Interference Contrast (DIC) microscopy to en-
hance the contrast in transparent and unstained specimens. The vol-
ume visualization techniques we have developed in this paper sim-
ulate the above wave interference based microscopy approaches.

The general principle of light interference is that the coherent
wavefronts from light cancel or reinforce each other according to
the differential travel paths they traverse prior to their superposi-
tion. In the visualization model of PCVR and DICVR, Optical
Path Differences (OPD) defined by the integration of the paths of
the viewing rays traversing the volumetric object to be visualized.
These path differences then modulate the lighting intensity to gen-
erate the interference patterns, which are similar to the enhanced
effects that could be observed with phase-contrast and DIC mi-
croscopy. In Fig. 1, an example of interference inspired volume
illustration is demonstrated. The proposed methods help on en-
hancing the contrast and emphasizing boundary regions inside the
volume data, without complex TF design. We can interactively vi-
sualize volumetric data by leveraging commodity graphics hard-
ware. Our method is simple, easy to implement and effective at
illustrating subtle but critical volumetric features. Although some
strip-like artifacts may be imported in the image, but they can il-
lustrate the variations in the structures. The proposed methods also
generate comparable images with real microscopy images, which
are familiar to domain users.

The remainder of the paper is organized as follows. We briefly
discuss related work in Section 2 followed by an introduction to the
interference phenomena in Section 3. Then we describe PCVR and
DICVR thoroughly in Section 4 and Section 5 respectively. The
user interface design is presented in Section 6, followed by results
in Section 7. The feedback from domain scientists in Section 8.
Finally we conclude our work in Section 9.

2 RELATED WORK

Enhancing features in volumetric data visualization is an area of ac-
tive research. The quality of a volume visualization result depends
on whether the technique emphasizes important features, subju-
gates non-critical information and deemphasize distraction as pos-
sible.

TFs [16], which convert the voxel data values to optical prop-
erties thus hide redundant data and highlight important features,
are one of the most important parameters in direct volume ren-
dering. TF design can be categorized as data-centric and image-
based methods [20]. Image-based TFs are goal oriented, while data-
centric TFs focus on the numerical properties of the volume data.
For example, The classification and visual effects of rendered image
can be enhanced by accounting derivative properties and leveraging
multidimensional transfer functions [13, 14]. However, TF design
is still very difficult for non-expert users.

Ebert and Rheingans introduced the concept of volume illustra-
tion [8] by modulating each voxel’s color and opacity according to
the local and global properties of the volume model. Perception of
structure, shape, orientation, and depth relationships in a volume
model are enhanced by the combination of direct volume render-
ing with non-photorealistic rendering techniques. Boundaries are
enhanced by opacity modification based on the gradient value. Ori-
ented features such as silhouettes are enhanced by calculating the
dot product of the viewing direction and value gradient of the vol-
ume. The opacities of volume features oriented toward the viewers
are decreased to emphasize feature orientation. Depth-cueing is
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Figure 2: The illustration of light interfence. Red and blue curves are
two coherent waves respectively, and the black curve is the interfer-
ence results. (a) constructive interference; (b) destructive interfer-
ence.

achieved by shifting color according to the distance between each
volume sampling point and the viewer. Svakhine et al. [26] further
created a flexible illustration system incorporating domain knowl-
edge of illustration styles to generate images with an appearance
similar to medical illustrations.

Various NPR styles have been generated, such as pen-and-ink
style [28, 7], halo effects [25, 4] and stippling [18, 17]. Interrante
enhanced transparent surface shape and position with sparse tex-
tured ridge and valley lines [12]. Csébfalvi [5] visualized the vol-
ume contours based on the magnitude of local gradient information
and the angle between viewing direction and gradient vector. Yuan
and Chen [29] illustrated surface features in a volume by combin-
ing direct volume rendering with image based iso-surface silhou-
ette/contour detection and rendering. Halos around features were
introduced to reinforce the perception of depth relationship with
the scene [8, 25]. Later a GPU-based volumetric halo rendering
method was proposed by Bruckner and Gröller [4]. Halos are de-
fined through TFs to classify structures of interest based on data
value, direction and position. Luft et al. [19] enhanced the percep-
tual quality of images that contain depth information by a method
similar to an unsharp mask. Motivated by artwork, the difference
between the original depth buffer content from the rendering and a
low-pass filtered image copy was utilized to determine information
about spatially important areas and undergo local enhancement on
the contrast, color, and other parameters of the image. Svakhine et
al. [27] combined schlieren and shadowgraphy with silhouettes to
reduce visual clutters of oriented structural information.

There are also developments focused on simulating interference
effects [6, 10, 24]. Our work is not intended to fully simulate the
interference phenomena, but to provide new volume visualization
approaches with corresponding counterparts in microscopy domain
and for visualizing volume structures and features.

3 LIGHT INTERFERENCE AND LIGHT REFRACTION

Light interference, which is one of the most common physical phe-
nomenon in daily life, has been applied in many scientific and engi-
neering practice, including measurement and precise control, holo-
gram, experimental flow visualization, etc. The physics of inter-
ference has been studied for more than 300 years. Formally, Inter-
ference is the interaction of two or more waves passing the same
point. Waves can enhance or cancel out each other depends on their
difference of phases or paths length, a.k.a OPD. Constructive inter-
ference (Fig. 2(a)) occurs when the waves add in phase, producing
a larger peak than either wave alone, whereas destructive interfer-
ence (Fig. 2(b)) occurs when waves add out of phase, producing
smaller peaks than one of the waves alone. Two waves with same
amplitudes but exact reversed phases could totally cancel out each
other.

Consider the interference of two coherent monochromatic waves
with different amplitudes and initial phases:

ψn(x, t) =
√

In cos(2π f t +φn(x)), (1)



where I(x) is irradiance, f is the frequency and φn((x)) is the phase
at position x, n = 1,2. Since they have the same frequency f , the
irradiance of the combined wave is:

I(x) = |ψ|2(x) = I1 + I2 +2
√

I1I2 cosδ (x), (2)

where
δ (x) = φ1(x)−φ2(x) =

2πd(x)

λ
, (3)

δ (x) is the phase difference arising from path length difference if
the initial phases are the same, and d(x) is the OPD at x. If I1 =
I2 = I0 then

I = I0(1+ cosδ (x)) = 2I0 cos2 δ (x)

2
= 2I0 cos2 πd(x)

λ
. (4)

Constructive interference occurs when the phase difference be-
tween the two waves is an even integer multiple of π . Destruc-
tive interference occurs when the phase difference between the two
waves is an odd integer multiple of π . The properties of wave in-
terference are elegantly applied in phase-contrast microscopy to en-
hance images of almost transparent objects.

In optical media, due to the refraction of the light, the wave
length λ will be changed. Optical path (denoted as ∆) is defined
as the geometry length multiples the refraction rate n. In varying
refraction rate media, optical path along a ray is defined as the inte-
gral form:

∆ =
∫

L
n(x)ds, (5)

where n(x) is the refraction rate at position x, so the OPD of the
two rays can be defined as the difference of optical paths:

d = ∆2 −∆1 =
∫

L2

n(x)ds−
∫

L1

n(x)ds. (6)

Based on the observation and practice on interference and re-
fraction phenomenon, biologists and optical physicists began to in-
vent new microscopy technologies to visualize the transparent spec-
imens that are not easy to be observed with traditional brightfield or
darkfield microscopy. Such specimens are hard to be dyed, or living
cells will go bad after staining. Although the transparent materials
do not affect colors of light, but the light path and phase are changed
after the light traverses through the specimen. New generation of
microscopy is invented to visualize the unseen specimens with light
interference, such as phase contrast microscopy and differential in-
terference contrast microscopy. In following sections, the detailed
principles and configurations of the both microscopy technologies
will be described.

4 PHASE-CONTRAST MICROSCOPY AND PHASE-
CONTRAST VOLUME RENDERING

Phase-contrast microscopy was a revolution of optical technique
in history. It enhances the contrast obtained by the optical micro-
scopies. Transparent specimens, such as living cells in culture, mi-
croorganism, thin tissue slices and fibers, which are almost invisi-
ble with regular microscopy without dyeing, can be easily observed
with the phase-contrast technique. By simulating the optical train of
phase-contrast microscopy, similar visual effects can be visualized
for volumetric data.

4.1 Phase-Contrast Microscopy

A modern phase-contrast microscope is illustrated in Fig. 3(a), to-
gether with a schematic illustration of the phase-contrast optical
train. The tungsten-halogen lamp produces partially coherent light.
The illumination is then directed through a collector lens and fo-
cused on a specialized annulus (labeled as condenser annulus) po-
sitioned in the substage condenser front focal plane. Light wave-
fronts passing through the annulus illuminate the specimen. Part of
the light passes through undeviated (denoted as D-wave) and an-
other part (denoted as S-wave) are diffracted and retarded in phase
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Figure 3: The configuration of interference microscopes: (a) Phase-
contrast microscpe; (b) Transmitted and inverted de Sénarmont Dif-
ferential Interference Contrast (DIC) Microscope. Image courtesy
from Nikon MicroscopyU, http://www.microscopyu.com

(a) (b)

Figure 4: Phase-contrast microcope image: (a) microscopy
image of crystals of strontium chloride with standard bright-
field; (b) image obtained by phase-contrast microscopy. Im-
age courtesy from Microscopy Primer (http://www.microscopy-
uk.org.uk/primer/special.htm).

due to structures and phase gradients present in the specimen. Un-
deviated and diffracted light collected by the objective is segregated
at the rear focal plane by a phase plate and then focused at the inter-
mediate image plane to form the final phase-contrast image which
is observed in the eyepieces. Since the undeviated and diffracted
light have different phases, the final intensity of the light can be
computed by equation 2 if the absorbtion effect is neglected. In
general, the amplitudes of the undeviated and diffracted light are
not the same.

Fig. 4 illustrates two images with normal brightfield microscopy
and phase-contrast microscopy respectively. The specimen being
examined is crystals of strontium chloride. With the phase-contrast,
the details of the crystal surfaces are enhanced.

4.2 Phase-Contrast Volume Rendering

We apply the above phase-contrast enhancement to visualize struc-
tures in volume. We develop our visualization method by imitating
the way interference that is applied in phase-contrast microscopy.
In our visualization pipeline (Fig. 5), OPDs are defined by the in-
tegration of the density values along the viewing ray path of the
volume data. The DVR image is generated by standard raycasting
method, along with the data classification with transfer functions.
The optical path length These path differences then modulate the
lighting intensity to generate the interference patterns and enhance
the contrast.

The simplified physical model for PCVR is illustrated in
Fig. 6(a). Like most volume rendering techniques, PCVR and
DICVR are also based upon physical model of light transport. In
general, on each point in volume data, there are three types of
light interactions taken into account, including emission, absorp-
tion, and scattering. The most commonly used optical model is
called emission-absorption model [9]. PCVR further accounts the
optical path length and phase of the rays during the ray casting pass
based on the emission-absorption model.

The PCVR pipeline consists of several major steps. As illus-
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Figure 6: The simplified physical model for phase-contrast mi-
croscopy in PCVR (a) and DICVR (b).

trated in Fig. 5, the OPD image and DVR image can be first com-
puted from volume data by volume ray casting on the GPU individ-
ually. Then the PCVR image is obtained by modulating DVR image
and transformed optical path length image according to Eq. 4.

4.2.1 Optical Path Difference Computation

As described above, OPDs are defined by the integration of the den-
sity values along the viewing ray direction. Here we make an anal-
ogy between the density of the volume and the refractive index. For
each sample point in the volume, the refractive index is n. Fol-
lowing the definition of optical path (Eq. 5), the optical path ∆ in
volume rendering is defined as

∆ =
∫ t1

t0

n(s)ds. (7)

Since the refractive index n is always greater than the index in
vacuum 1, for convenience, we can define the index of refraction as

n(s) = 1+D(s), (8)

where D(s) is the volume density value at location s. Alternatively,
the index of refraction can also be defined as a mapping f from
density value:

n(s) = 1+ f (D(s)), (9)

where the mapping f can be defined by users, or a linear mapping
by default. Part of the volume can be removed by setting f (D(s))
of particular volume range. It is similar to the common TF design
for regular volume rendering (TF for refractive index). On the other
hand, the optical path of the S-wave which passes through the vol-
ume is

∆S =
∫ t1

t0

1+ f (D(s))ds, (10)

where t0 and t1 are the in and out position of the ray on the volume
box. The optical path of D-wave is

∆D =
∫ t1

t0

1ds. (11)

In this way, the OPD d of the S-wave and the D-wave can be com-
puted as:

d = ∆S −∆D =
∫ t1

t0

f (D(s))ds. (12)

The OPD can be effectively calculated by raycasting, which
accumulates f (D(s)) from the eye position towards the volume.
When each ray passes through the volumetric object, an integra-
tion computation is performed instead of volume composition in
regular direct volume rendering. To achieve the interactivity, we
resort to GPU for acceleration [15, 21, 22]. Specifically, we uti-
lize a modified approach similar to what Kruger and Westermann
have proposed [15] for OPD computation. After the integration,
each ray returns a floating number. We effectively generate a high
dynamic range image through above computation. Interference or
phase-contrast computation can then be applied on the above image
to obtain the enhanced image with interference patterns. Notice that
the ray should not be early terminated as standard DVR often ap-
plies for acceleration. If the ray is terminated early, the OPD of the
rest part will not be integrated.

4.2.2 Interference Computation

After the calculation of OPD through volume ray casting, the light
intensity due to the interference effect in the phase-contrast process
can be computed by a cosine function, which can be effectively
evaluated in modern computer graphics hardware. The cosine func-
tion could also be substituted by other periodic function for more
volume illustration effects. The most important parameter being
defined in this stage is the frequency f . In general, we design the
value of f to make the range of integrated OPD around 1/4λ of
wavelength of the virtual interference light. The approach is widely
used in the phase-contrast microscopy applications. A higher fre-
quency number can be applied to enhance the local details.

4.2.3 Modulation with Direct Volume Rendering

The image generated from the above phase-contrast computation
has only one amplitude component, which can further modulate
with DVR images for final result. The modulation is applied per
pixel in the rendered image space after the OPD d is obtained:

I′ = 2µ cos2 πd

λ
+(1−µ)I, (13)

where I and I′ are the original and modulated luminance of the
pixel, and µ is the modulation factor, which is defined by users.
If µ = 1, which means full modulation, then Eq. 13 is

I′ = 2cos2 πd

λ
. (14)



5 DIC MICROSCOPY AND DIC VOLUME RENDERING

DIC microscopy is another type of interference microscopy tech-
nique, which can enhance the contrast in transparent and unstained
specimens. Compared to phase-contrast, microscopy utilizes the
differential of OPDs to enhance features, instead of direct inter-
ference with OPD. DIC can help users analyzing the structures of
specimens, because it is more sensitive to variation than phase-
contrast microscopy.

5.1 DIC Microscopy

As shown in Fig. 3(b), the configuration of a DIC Microscope is
much more complicated than phase-contrast microscopy. In addi-
tion to interferometry, DIC also exploits polarization of lights to
enhance the contrast of the image. In the optical train, the semi-
coherent bundles of non-polarized white light from the lamp fila-
ment is divided into two orthogonally polarized parts, which are
mutually coherent. One of the two parts is slightly sheared at the
sample plane, so that there are small a OPD between the two parts
after they penetrated the specimens. After further optical process-
ing, the two coherent parts are recomposited into one image. The
phase offset of the two parts can also be adjusted by users.

The image quality of DIC is often better than phase-contrast im-
ages when used in suitable occasions. DIC can emphasize the con-
trast of lines and edges, since the contrast is approximately propor-
tional to the gradient of OPD. It also brings strong stereoscopic sen-
sation and emboss effects. Although the image of DIC microscopy
is not topographically accurate image, DIC can play as an analyt-
ical method for sensitive measurement of the optical properties of
the specimen.

5.2 DIC Volume Rendering

Like PCVR procedure, we simulate the light train of DIC mi-
croscopy in order to enhance the contrast of the features in direct
volume rendering. Since the pipeline (Fig. 5) and the simplified
physical model of DICVR (Fig. 6(b)) is close to PCVR, we only
briefly present and introduce the different components of DICVR.
There are three major steps in DICVR, including OPD map gen-
eration, differential OPD map generation, and the modulation with
DVR. All the steps are performed on GPU, as described in Sec-
tion 4.2.

In DICVR, differential OPD map is defined as the neighborhood
pixel difference of OPD map, which can be formularized as:

d =
∫ t1

t0

1+ f (D(s))ds−
∫ t ′1

t ′0
1+ f (D(s))ds, (15)

where t0, t1 are the entrance and exit point of the ray, and t ′0, t ′1 are
the corresponding points of the offset ray, which passes through the
surrounding medium. Since the offset is very tiny, we can simply
assume that

t1 − t0 ≈ t ′1 − t ′0. (16)

Then the differential OPD map can be defined as

d ≈
∫ t1

t0

f (D(s))ds−
∫ t ′1

t ′0
f (D(s))ds. (17)

On GPU implementation, the differential OPD map can be ob-
tained by adding a offset pass and difference pass after the gener-
ation of the OPD map (Fig. 5). The interference computation and
DVR modulation process is almost identical to the corresponding
steps in PCVR. Notice that the wave length and phase can also be
adjusted in DICVR for fine tuning.

6 USER INTERFACE DESIGN

In this section, we briefly describe several featured components in
the user interface.

(a) (b)

Figure 7: Linked view of the specimen slicer
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Figure 8: The visualization result of Hepatitis B Virus (HBV) [1] Cryo-
EM data with focus+context lenses.

6.1 Specimen Slicer

As we described above, both phase-contrast and DIC microscopy
are not good at viewing specimens that are too thick. Biologists
are accustomed to examining thin slices as the sample of the object,
which are fixed at the object stage. For this demand, we design
a specimen slicer for domain users to navigate the data and select
slices with proper thickness. As shown in Fig. 7, users can fix a
clipping orientation by rotating the box in the orthogonal view. The
posture of the box will be automatically aligned to axis if it is close
to axis directions. Then the two clipping planes for slicing can be
assigned by moving the callipers on the left side. This user interface
is helpful for selecting meaningful sections of the volume data.

6.2 Focus+Context Lenses

In our system, we also provide focus+context lenses to illustrate the
results. It often occurs that one image generated by single render-
ing method cannot reveal all aspects of the features. Inspired by
VolumeShop [3], we enable users to select a region on the image
space to visualize the data with selected microscopy techniques. In
practical, this function is very useful since several techniques can
be simultaneously applied on the same data. As shown in Fig. 8,
DVR can present a good overview on the outline and shape of the
data, and the microscopy volume visualization can better enhance
the detailed features on top of the context of DVR.

6.3 Multi-Wavelength Interference Microscopy Volume
Illustration

In some cases, only one fixed wavelength is not enough to present
multiple features that are interested. In our tool, users can select a
few locations on the display and specify the proper corresponding
frequency values to emphasize different features. The wavelength
λ then can be interpolated through out the whole image by GPU and
saved into an intermediate texture. A texture lookup for wavelength
λ is then employed to compute each pixel’s intensity after interfer-
ence interaction. We call this approach as phase-contrast Volume
Rendering with Multi-wavelength (PCVR(MW)) in contrast to the
previously mentioned single wavelength method. As illustrated in
Fig. 9, user can define control points on the screen as shown in
Fig. 9(b). Each control point represents a wave length value λi.



(a) (b)
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Figure 9: PCVR with multiple wavelength modulated: (a) DVR image;
(b) The actual crystal structure of the data; (b) PCVR with unique
wavelength; (c) PCVR with multiple different wavelengths. The yellow
points in (c) are control points defining different wavelengths.

The wave lengths of non-defined region can be achieved by smooth
interpolation:

l(x) = ∑
i

ωiλi, (18)

where weights ω are defined as the transformation of the distances
to the control points:

ωi =
1/(1+d(x− xi))

∑i 1/(1+d(x− xi))
. (19)

7 RESULTS AND PERFORMANCE

We have applied our methods on three biomedical datasets, includ-
ing mouse intestine microvilli data, rATCpnbeta Cryo-EM recon-
struction data, and neuron tomogram data of the C.elegans neuron
synapse. The data specifications are enumerated in Table 1.

7.1 Mouse Intestine Microvilli Data

As shown in Fig. 1, the mouse intestine microvilli data set is visu-
alized with lens of PCVR and DICVR in the context of background
image rendered with DVR.

In this case, domain scientists mainly focus on three types of
structures, including the capping proteins, the membranes, as well
as the micro-filament matters inside the cells. The first two fea-
tures can be identified with traditional DVR through 1D TF design.
However, the micro-filament structures are very hard to be distin-
guished from the surrounding matters using traditional methods. As
seen in the DICVR lens, micro-filament and thread like features can
be clearly illustrated. With PCVR lens, the structures with abrupt
density variation are enhanced. This case clearly demonstrate the
advantages of our proposed techniques over existing volume ren-
dering.

7.2 rATCpnbeta Data

The group II chaperonin rATCpnbeta data [11], which is from Cryo-
EM single particle reconstruction, is reconstructed at the the resolu-

tion of 8.4Å. It is a chaperone with a axis-based five-folded symme-
try structure. It is challenging to directly visualize the reconstructed

Dataset Resolution DVR PCVR PCVRM DICVR DICVRM

Microvilli 1747×1742×221 273.2 584.1 590.0 380.3 388.9

rATCpnbeta 1603 28.7 35.2 38.3 38.4 43.6

Neuron Synapse 5122 ×192 85.3 117.1 119.0 125.4 128.4

Table 1: The average timings (in milliseconds) of our rendering
method with various models, including DVR, PCVR, multi-wavelength
PCVR, DICVR and multi-wavelength DICVR respectively.

volume data for reasons. The noise of the data is often very high,
so meaningful features are not easy to be classified by TFs. The
contrast of the rendered image is not ideal with traditional methods
since the structures belonging to the same feature is overlapped and
folded (Fig. 9(a), (b)). On the other hand, analyzing data on such
scale of wavelength is not available with real world microscopy.
Users can use existing microscopy metaphor and analytics methods
to investigate such volume data with our tool.

We have generated a group of visualization results for this data,
with different methods and wavelengths (Fig. 10). With shorter
wavelength, detailed structures can be enhanced but artifacts may
increase due to the noise. The initial phase, which corresponds to
the phase plate in real microscopes, can regulate the contrast of the
image.

7.3 Electron Tomogram Data of the C.elegans Neuron
Synapse

In Fig. 11, we demonstrate the rendering results of tomogram data
of the C.elegans neuron synapse [23] with our methods. The TF for
DVR is quite tricky to design because the distribution of features
is very concentrated to a small numerical range with high noise.
The result of DVR is occluded and noisy. By utilizing PCVR, the
contrast of inner structures are enhanced and visualized, although
there are a few artifacts in boundary areas. Especially, the nucleus
and the membranes are highlighted. In the DICVR result, the con-
trast is further enhanced, and the image brings strong stereoscopic
impression. The boundary of the features look like the valleys in
the image. In the neuron synapse data, one of the most important
features to be identified is the microtubules. The location of micro-
tubules are much easier to be identified in both the rendering results
of DICVR and PCVR than that of DVR. As illustrated in

As the proposed methods are originated from biology and mi-
croscopy science and technology, it is very straightforward for do-
main users to comprehend and use. Although the standard DVR can
indeed help on data comprehension, the TF design for such data is
very difficult for domain users. The proposed methods are strong
complements to existing technologies.

7.4 Performance

The system is implemented in C++ and GLSL shading language.
We leverage the current commodity graphics hardware to perform
the computing and rendering. Table 1 shows the timing for the ren-
dering of different datasets. For each data set, we measure the ren-
dering time of DVR, PCVR, and DICVR. For PCVR and DICVR,
we also measure the performance of multi-wavelength rendering.
All experiments have been performed on a Dell Precision T3500
workstation with a Intel Xeon 2.40G Hz CPU, 8GB RAM, and an
NVidia GTX 470 graphics card with 1280MB video memory. All
images are generated at a screen resolution of 640×480 pixels. The
raycasting step size is fixed at 1 voxel. All data that are tested are
with 32-bit float precision.

As shown in the table, the performance of both PCVR and
DICVR are only slightly lower than DVR. Besides, the performance
difference between the single wavelength and multi-wavelength is
almost the same. In multi-wavelength mode, the wavelength inter-
polation process is all computed by GPU and only need to be done
once for each rendering. The main performance difference is due
to texture lookup for the wavelength of each pixel.
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Figure 10: The interference microscopy volume rendering of rATCpnbeta data with PCVR (a) and DICVR (b) in different wavelengths and phase.
The DVR image is shown in Fig. 9(a).
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Figure 11: Visualization results for electron tomogram of neuron synapse data with different methods. Structures of microtubules are much
easier to be identified with methods we proposed: (a) DVR. The features are severely submerged with the surroundings; (b) PCVR. The contrast
of the image is enhanced. The outlines of inner features appear; (c) DICVR. The contrast of the image is enhanced by introducing emboss
effects that are brought by DICVR. Inner structures are clearly visualized.

8 DISCUSSION AND DOMAIN EXPERTS’ FEEDBACK

The aforementioned volume visualization results are generated and
tuned as joint efforts from both visualization experts and domain
scientists. In our experiments, domain scientists, mostly from bio-
physics research including one co-author of this paper, tried the
visualization system we implemented and gave very positive feed-
backs. The scientists considered both PCVR and DICVR can be
utilized as complementary tools of DVR for data visualization and
very useful in many difficult visualization cases.

First of all, our techniques of DICVR and PCVR provide com-
patible rendering results to real microscopy images which is not
possible to be achieve through transfer function specification in
traditional volume rendering. As modern tomogram and scanning
techniques can obtain the density value at each sample point, it is
desirable to establish compatible approaches to relate the data with
traditional observational results from optical methods. Domain sci-
entists received vigorous training on using microscopy techniques.
They are much more familiar with and sensitive to the style our
approaches can provide. Generation of microscopy-like images
with similar underlying physical principles could enable the cross-
comparison between results from different acquisition sources.

Furthermore, domain scientists appreciated our approaches on

providing imagery results with strongly enhanced details. The dif-
ference is very apparent in the case of visualizing the mouse intes-
tine microvilli data set using DICVR (Fig. 1). One co-author of this
paper used commercial visualization software such as Amira and a
few other advanced volume illustration systems to render the data
before. Due to the noisy nature of the microvilli data, previous ap-
proaches are not able to clearly identify the small micro-filament
structures embedded in each microvillus even with carefully tuned
transfer functions. Our proposed visualization techniques provides
results with clear illustration of the structures. This capability is
strongly recommended by the domain scientists. Domain scien-
tists also suggest that our methods have potential to better depict
surfaces with small variation in the scale compatible to the wave-
length employed, as similar applications are common for light in-
terference. Although we haven’t test in this direction at this stage,
in the future, we would like to include data with aforementioned
properties in our research to further explore the potential of our ap-
proaches.

Both the interaction methods of focus+context lens and slicing
have been considered as very useful by the domain users, although
they are relatively simple from the view of visualization experts. In
biomedical study, most real acquired data sets are very noisy. Ren-



dering thick layers of volume may mix too much noise and over-
whelm the desirable fine structures. Interactive selection of layer
thickness and convenient panning the layer window enable flexible
exploration of the data and help to discover structures inside the
data. The lens can further make the comparison between different
rendering styles simple.

We also notice the limitations of our methods. Unwanted strips
may appear in the visualization results due to the mismatched pa-
rameter configuration or the thickness of the specimen. The strips,
however, can also used as the indication of the thickness variation.
Balanced results could be achieved by proper wavelength setting or
using focus+context lens with the DVR background.

9 CONCLUSION AND FUTURE WORK

In this paper, we present novel visualization methods for illustrating
volumetric data inspired by interference microscopies, including
both phase-contrast and DIC microscopy. Our proposed methods
provides compatible rendering results to real microscopy images
which are easier to be comprehended by domain users. Our results
show that the methods are capable of illustrating and enhancing the
inner detailed structures in noisy data sets. Our work provides a
new way of visualize volume data capturing special lighting effects
of interferences. By further leveraging commodity graphics hard-
ware, user interface with lens and slicing capabilities implemented
provides interactivities of the system.

One major future improvement is the selection of parameters.
Currently, the wavelengths and phases are interactively assigned by
users. In the future, we plan to further improve the usability of
our work by designing better ways of defining parameters in our
proposed visualization methods. Automatic mechanisms could be
employed to set good initial parameters. In addition, the manual
tuning is still useful because users can be conscious about the thick-
ness variation of the data during the tuning process.
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