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Abstract Forecast calibration methods based on historical similar atmospheric state are effective means
weather forecast accuracy. Conventional approaches search similar forecasts on the basis of predefined
similarity formulas and provide calibration recommendations to forecasters. However, these approaches
ignore the uncertainty of similarity measurement, which affects calibration efficacy significantly. This study
proposes a similarity weight adaptive algorithm for high-dimensional data on the basis of fuzzy clustering to
characterize the uncertainty of similarity measurements. Without prior knowledge, the algorithm computes
the uncertainty of the similarity between data in the fuzzy set space iteratively on the basis of membership
and then determine weight distribution by maximizing the differentiating ability of each dimension. This
study further presents a visual analysis framework on the basis of the weight adaptive algorithm for the
exploration of uncertainty in meteorological data and the optimization of similarity measurement method.
This framework has coordinated views and intuitive interactions to enable the visualization of the similarity
uncertainty distribution and support the iterative visual analysis of similarity weight distribution in each
dimension that combines domain knowledge. We illustrate a case study using real-world meteorological
data to verify the efficacy of the proposed approach.

Keywords Uncertainty visualization - Fuzzy clustering - Weather forecast

1 Introduction

Weather forecasting predicts the atmospheric state at a certain position by using modern technology.
Professional forecasters release weather reports after collating and calibrating the forecast data. As the scale
of the weather forecast results continuously increases, analyzing the raw data and making decisions directly
become difficult for experts. Visualizing meteorological data through visual analysis method to improve the
ability of forecasters to understand large-scale high-dimensional data is a hot issue in data visualization and
meteorology research. This issue is essential to human life and development. Numerical weather prediction
(NWP) is the mainstream method in weather forecasting. This method can predict the atmospheric
parameter of a specific time and space quantitatively and generate the probability density distribution of the
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future atmospheric state (Leutbecher and Palmer 2008). However, given the chaotic atmospheric system and
the inconsistency among the idealized assumptions of numerical simulations, NWP results are uncertain and
produce bias inevitably. Forecasters must calibrate the bias to improve weather forecast accuracy. Con-
ventional calibration approaches are based on data similarity. According to the pre-defined weighted sim-
ilarity measurement, these approaches retrieve the forecast results in similar atmospheric states in historical
forecast data and generate calibration recommendations to forecasters.

The key issue that affects weather forecast calibration accuracy is whether the uncertainty in the
forecast data is characterized and understood effectively (Du and Kang 2014). For the calibration method
based on similarity, the impact is focused on the uncertainty of similarity between data. The influence of
the similarity uncertainty is reflected in time and space domains. In the time domain, the forecast bias
distribution of extreme weather usually has large variance that reduces the accuracy of the predefined
similarity measurement. In the space domain, the inconsistency between the scope of the predefined
similarity measurement and the area to be calibrated also reduces similarity retrieval accuracy. Skilled
forecasters can accept or reject the calibration recommendations given by the automated method on the
basis of their domain knowledge and comprehension of similarity uncertainty. However, forecasters and
their domain knowledge cannot participate in defining the similarity measure, thereby reducing calibration
accuracy.

The use of visual analysis approach to support the exploration of the similarity uncertainty in large-scale
complex forecast data and facilitate automated methods with human knowledge is important for the bias
calibration work. However, two major challenges arise. First, defining and computing the uncertainty of
similarity between data without prior knowledge is difficult. The representation of uncertainty should be
established by modeling the data and statistical induction. Only the exact coordinates of the data distributed
in the data space cannot define the uncertainty of the similarity between the data. Designing an uncertainty
measurement approach that can expand the data space without prior knowledge is necessary. Second,
existing forecast calibration visual analysis approaches are difficult to apply to the optimization of similarity
measurement for forecast data. The existing visualization work on forecast calibration is mainly focused on
improving calibration efficiency, but few visual analysis methods are designed to incorporate user domain
knowledge into the algorithm execution process.

In this study, we present a visual uncertainty analysis approach of weather forecast similarity mea-
surement on the basis of fuzzy clustering to summarize and visualize the uncertainty of similarity in
meteorological forecast data. Specifically, we characterize the uncertainty distribution of the similarity in
each dimension quantitatively on the basis of the membership of each datum to each fuzzy cluster without
prior knowledge. Subsequently, we propose a weight adaptive algorithm to determine the distribution of
dimension weight automatically by maximizing the differentiating ability of each dimension. Thus, we
summarize the representation of similarity uncertainty for the exploration and optimization of similarity
measurement. On the basis of the weight adaptive algorithm, we present a visual analysis framework for the
exploration of similarity uncertainty in meteorological data. It has coordinated views and intuitive inter-
actions to enable the visualization of the similarity uncertainty distribution and support the iterative visual
analysis of similarity weight distribution in each dimension that combines domain knowledge. Particularly,
the framework provides an uncertainty distribution exploration on the basis of a probability density map
matrix and glyphs arranged in time series. The visual analysis framework combines visualization and
interaction to assist domain experts in analyzing the uncertainty of similarity in the weather forecast data. A
case study using real-world meteorological data evaluates the efficacy of our approach. We present our
primary contributions as follows.

e We present a similarity weight adaptive algorithm for high-dimensional data on the basis of fuzzy
clustering which can calculate the uncertainty of the similarity between data in the fuzzy set space
iteratively on the basis of membership without prior knowledge and determine weight distribution by
maximizing differentiating ability.

e We propose a visual analysis framework for the exploration of similarity uncertainty and the
optimization of similarity measurement to enable the visual analysis of the similarity weight
distribution and support the iterative visual analysis of similarity measurement that combines domain
knowledge.
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Fig. 1 Interface of the visual uncertainty analytics approach. a Cluster-dimension matrix view displays the uncertainty of
similarity in each dimension by probability density map. b Clustering process view shows the change in uncertainty of all data
by stacked line chart and shows the change in membership in each iteration of selected data by glyphs. ¢ Data distribution
scatterplot illustrates the similarity distribution on the basis of dimension reduction method. d Weight adjustment widget assists
in setting initial parameter and data recommendation

2 Related work

The literature that overlaps with this work can be categorized into three categories, namely uncertainty
visualization, fuzzy clustering visualization, and calibration in the meteorological forecast.

2.1 Uncertainty visualization

Uncertainty visualization is an important branch of data visualization and faces many challenges (Bonneau
et al. 2014).

Ferstl et al. (2016a, b, 2017) generated variability plots to explore the distribution trend of statistical
variable in scalar field, vector field and time series data. Whitaker et al. (2013) and Mirzargar et al. (2014)
extended the low-dimensional statistical method to high-dimensional meteorological ensemble data. Their
approaches can generate statistical models of curves and contours in the data. Pfaffelmoser et al.
(2011, 2013) and Sanyal et al. (2010) visualize the uncertainty at each grid point of weather forecast
ensemble data by circular glyphs and special coloring scheme. Potter et al. (2009) and Wang et al. (2017)
proposed multiple linked views to assist the data exploration and comparison in high-dimensional data.

The existing uncertainty visualization work can effectively support the exploration and analysis of the
uncertainty of multiple types of data (Liao et al. 2016, 2018). However, visual analysis methods that are
designed to incorporate user domain knowledge into the algorithm execution process remain limited. In this
study, we extract the similarity uncertainty in the intermediate results of the back-end algorithm and
visualize the uncertainty to support the iterative visual analysis of similarity weight distribution that
combines domain knowledge.
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2.2 Fuzzy clustering visualization

Compared with other hard clustering approaches, fuzzy clustering is more feasible in many scenarios, because
it does not completely divide the data into a specific cluster (Zhao et al. 2018). The visualization of fuzzy
clustering is widely used in high-dimensional scalar data. Sharko et al. (2008), Sharko and Grinstein (2009)
visualized the fuzzy clusters by Radviz to make a metaphor of data membership distribution to all clusters.
Berthold and Hall (2003) employed parallel coordinates to clearly illustrate the membership distribution of
fuzzy points. Mao and Jain (1995) reduced the dimension of fuzzy clustering result by principal component
analysis (PCA) and displayed the membership distribution in 2D space while maintaining the similarity
distance as much as possible. Rueda and Zhang (2006) mapped the fuzzy clustering result into a hyper-
tetrahedron to show the geometric correlation between the data. Gasch and Eisen (2002) used heatmap to
visualize the sorted matrix of the fuzzy clustering result to assist experts in similar pattern detections.

These studies revealed the similarity between fuzzy clustering results through various methods. How-
ever, although they focused on showing the similarity of the membership vectors in the fuzzy concept space,
they ignored the similarity of the data value in each dimension. In this study, our approach visualizes the
joint distribution of each dimension and membership to characterize the uncertainty of the similarity
between data.

2.3 Calibration in meteorological forecast

The process that forecasters detect and correct the prediction bias produced by NWP products is called
calibration. Many automated methods were proposed to improve calibration efficiency and accuracy. The
automated methods are divided into statistical- and similarity-based methods. Statistics-based methods make
calibration recommendations by analyzing the statistical characteristics of historical data, such as model
output statistics (Glahn and Lowry 1972), bias-corrected relative frequency method (Hamill and Whitaker
2006). The similarity-based method guides calibration on the basis of historical predictions under similar
climate conditions in historical data, such as Analog (Hamill et al. 2015). In addition, Raftery et al. (2005)
used Bayesian model to analyze multi-source data sets and assigned weights to assist calibration. These
methods can improve the calibration results, but the results obtained by experienced forecasters who
calibrate independently are often accurate. This implies that incorporating the forecaster’s experience into
the calibration algorithm helps improve the calibration accuracy.

Besides automated methods, certain works combine visual analysis with the weather forecast calibration
process to assist forecasters in making calibration decisions. Liao et al. (2015) presented a visual voting
framework to improve calibration efficiency of each grid point. Wang et al. (2015) proposed a rain band
extraction method on the basis of Gaussian mixture model, and designed a system to assist rain band valida-
tion. Gong et al. (2016) described a salience-based visual analysis system to help forecasters in regional
corrections. These studies focused on improving the efficiency of forecast calibration through visual analysis.
However, they cannot help forecasters understand the uncertainty in forecast data. In this study, our approach
enables forecasters to explore the uncertainty distribution in the forecast data and make further decisions.

3 Back-end engine

As shown in Fig. 2, the back-end engine characterizes the uncertainty from forecast data, and determine
weight distribution by maximizing differentiating ability of each dimension. The algorithm takes high-
dimensional scalar data as input, which is a scalar dataset that includes rainfall from 2002 to 2013 in the
USA, with 8 data dimensions and a time step dimension. The back-end algorithm computes on 8 data
dimensions of the dataset at all time steps. In this section, we first explain the uncertainty of similarity
measurement characterized by membership in the fuzzy concept space. Then, we describe the algorithm that
is used to adaptively determine the weight distribution by maximizing the differentiating ability of each
dimension.

3.1 Uncertainty of similarity measurement

Modeling and analyzing the similarity measurement by assigning dimension weights is necessary to define
the similarity among various types of high-dimension weather forecast data. Clustering is an effective
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Fig. 2 Data processing pipeline and an overview. The back-end algorithm characterizes the uncertainty from forecast data and
determines weight distribution by maximizing differentiating ability of each dimension. The views in front-end visualization
displays the result of each phase of the back-end algorithm and supports the interactive analysis for experts to analyze the data

method to characterize the similarity distribution of data without prior knowledge. The clustering method
assigns cluster labels to each datum and adjusts the label on the basis of the distance between the data and
cluster center, so that the data in the same cluster is as similar as possible, whereas the data in different
clusters are not. Fuzzy clustering (Ruspini 1969; Zadeh et al. 1996) is a type of clustering method, that is
also known as soft clustering. In other hard clustering methods, the data either belong to the same cluster
simultaneously or to two completely different clusters. Thus, an “either identical or completely different”
relationship exists between each datum. This relationship can assist in identifying the features of every
cluster, but cannot support the quantitative analysis of the similarity between the data. The fuzzy clustering
method does not absolutely divide the ascription of the data but uses the possibility that the data belongs to
each cluster, that is, the uncertainty in describing the clustering result of the data. This method weakens the
concept of clustering, but can quantitatively characterize the uncertainty of the relationship between the data
and clusters, as a basis for judging the similarity between the data.

Most data in the world cannot be classified on the basis of the “either identical or completely different”
criteria. The degree to which they belong to a concept is uncertain. Concepts defined in a certain domain that
cannot be classified by “either identical or completely different” criteria, such as youth (age), warmth
(temperature), and dusk (time), are called fuzzy concepts. Membership describes the possibility that a value
in the definition domain belongs to a fuzzy concept. On this basis, a fuzzy set represents a set of values and
their membership to a fuzzy concept. Formally, we let the membership function defined on the data set
X = {x} for the fuzzy concept C be pi(x), whose range is [0, 1]. u-(x) = 1 means that the data x com-
pletely belongs to the concept C, which is equivalent to x € C. p-(x) = 0 means that the data x completely
different from the concept C, which is equivalent to x ¢ C. Then, according to the membership function, the
fuzzy set defined on X = {x;|i = 1,2,...,N} for the fuzzy concept C can be expressed as:

C = {(ucx), xi)lxi € X} (1)

where fi- is the membership function of the fuzzy concept C. For a series of fuzzy concepts C, we let 1; be
the value of the membership function of the fuzzy concept C; at the data x;. We define the membership
matrix U = p;, which is used to describe the membership of every data point for each fuzzy concept. Then,

fe,(x1) - pg ()
e @)
te,(w) - e ()
where U can be regarded as a matrix composed of k-dimensional vectors X;(uic, (%;), - ., e, (xi)) in the

feature space formed by the domains of membership functions of each fuzzy concept. Let vector x; be the
membership vector of data x;. The membership vector, which corresponds to all data in the data set,
constitutes the membership matrix U. Therefore, U represents the uncertainty distribution of similarity
between each datum in the fuzzy concept space. According to U, the similarity between the data can be
measured in the original data space.
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Fuzzy clustering is used to generate membership matrix U to describe the uncertainty distribution in the
fuzzy concept space. In fuzzy clustering, each cluster is a fuzzy set. This method calculates the membership
of each datum to each fuzzy set by optimizing the distance between clusters and cluster members. Fuzzy C-
means clustering (FCM clustering) algorithm (Bezdek 2013) is a widely used algorithm for fuzzy clustering.
The algorithm comes from the generalization of the optimization goal of k-means clustermg The purpose of
FCM is to minimize a objective function J(U, C) under the constraint that Z i =10=1,2,.

J(U, C) is expressed as:

Nk
=3 x dis(x, ;) (3)

i=1 j=1

where N is the size of the data set, k is the number of expected fuzzy sets, C = {¢;|j = 1,2,...,k} is the set
of central coordinates of all fuzzy sets, U is the membership matrix, dis is the similar measurement function,
and m is a hyperparameter that is usually set to 2.

The algorithm iteratively maintains the central set C of the fuzzy set and the membership matrix U, so
that it continuously approaches the optimal solution until the goal. According to the initialized fuzzy set
center Cp, the FCM algorithm iteratively calculates the membership matrix U = { ,uij} and the fuzzy cluster
center ¢; to convergence through two steps.

Step 1
1
Hij = k dis(x,-,cj)% (4)
=1 dis(x;,c;)
Step 2
S HijXi
=N (5)
Zi:l K

The algorithm does not require a priori model for classification reference. In addition, the running time can
be adjusted by the threshold, thereby achieving flexible control of clustering accuracy and time cost. The
membership vector x; of each datum x; for each fuzzy set can be generated after the two-step iteration. The
uncertainty of the similarity between each datum and each fuzzy set can be described by the membership
vector, and the data distribution in the fuzzy concept space can be characterized as well. Thus, the similarity
between each datum can be reflected objectively.

3.2 Weight distribution adaptive algorithm

With the given dimension weights, the clustering result can be evaluated according to the data concentration
in the same cluster and the data dispersion in different clusters. The more concentrated the data within the
same cluster, and the more dispersed they are in different clusters, the more rational the clustering result is.
Similarly, with the given clustering result, a rational distribution of dimension weights can be generated by
adjusting the dimension weights to make the clustering result consistent with the distribution of “concen-
trated in the same cluster, dispersed in different clusters.”

When projecting the clustering result on each dimension, if the current dimension projection conforms to
the criteria of rational clustering results, then this dimension has a strong ability to distinguish data.
Otherwise, if the clustering result is mixed, the ability to distinguish the data of this dimension is weak.
Therefore, the data differentiation ability of each dimension can be estimated by quantifying the concen-
tration and dispersion of the projection of the clustering result. According to the criteria of rational clus-
tering results, a discriminant coefficient B, is designed to measure the degree of concentration and
dispersion in each dimension. Fuzzy clustering quantifies the uncertainty of the data that belongs to each
fuzzy set through membership p;. Thus, w; can represent the probability that the data x; belongs to the fuzzy
set C;. According to the conditional probability, B, is expressed as:

k N m
B :% j=1 (C(p) _ﬁ i:l'xt(p>)
" D PO =) (6)

k Zj:l inec,» P(x|C))
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where xEP ) and c,(p ) represent the projection of the data and clustering center on the p-th dimension,

P(x;|C;) = p;;, indicating the probability that the data x; belongs to the fuzzy set Cj, m is the same
hyperparameter in Eq. 3. The numerator part of B, calculates the average distance from each cluster to the
data center, which quantifies the degree of data dispersion. The denominator part calculates the average
distance between the data and its cluster center, which quantifies the degree of data dispersion under the p-th
dimension projection.

The similarity weight distribution for each dimension in the original data space can be generated by B,
for all dimensions in the high-dimensional scalar data. The expression of the weight w, in the p-th
dimension is:

BP
W= g
Zi:l B;

where d is the number of dimensions in the high-dimensional data.

As the similarity measurement after weight adjustment can distinguish data more effectively than before,
the clustering result is more rational based on the adjusted weight. Therefore, the weight distribution
adaptive algorithm combines dimension weights generation with the fuzzy clustering method. In the
algorithm, the dimension weights are updated after each two-step iteration of FCM, and the membership
matrix and fuzzy set center is calculated by the updated dimension weights in the next iteration. By
incorporating the dimension weight update step into the FCM iteration, we can iteratively optimize the
clustering result and the distribution of dimensional weights, thereby improving the accuracy of the simi-
larity measurement. Concurrently, the algorithm can support the subsequent visual analysis design that
combines user domain knowledge and automated algorithms.

(7)

4 Front-end visualization

In this section, we introduce the visual design and interaction of views in the visual analysis framework for
similarity measurement of high-dimensional meteorological forecast data. The visualization consists of four
parts: the cluster-dimension matrix view, clustering process view, data distribution scatterplot, and the
weight adjustment widget, as shown in Fig. 1. The clustering process view (Fig. 1b) can provide an
overview of the algorithm execution process, thereby assisting forecasters and domain experts to understand
the changing trend of uncertainty with the algorithm iteration. We use the cluster-dimension matrix view
(Fig. 1a) to display the details of the uncertainty distribution of data similarity in each iteration, and supports
filtering and screening of extreme data and weakly related dimensions through simple interaction. The data
distribution scatterplot (Fig. 1c) can display the distribution of data in the original data space under the
current weight. The weight adjustment widget (Fig. 1d) can perform a similar data recommendation and
initial weight setting to assist the forecaster in visual analysis and calibration of forecast data. The views can
visualize the execution process and results of the back-end algorithm. According to the visualization in each
view, users can interact with the cluster-dimension matrix view to adjust the cluster or dimension involved
in the algorithm, or directly input a suitable dimension weight through the weight adjustment widget. The
back-end algorithm will use the input weight as the initial value, and only use the dimension and weight
specified by the user interaction during the iteration process. We visualize the results after the algorithm is
re-executed in each view for subsequent iterative visual analysis.

4.1 Cluster-dimension matrix view

The cluster-dimension matrix view (Fig. 1a) shows the distribution of data in the data space and fuzzy
concept space under the current similarity weight of the back-end algorithm during each iteration based on
the density map matrix.

4.1.1 Visual designs of the matrix

The main body of the view is a density map matrix. Each row of the matrix corresponds to a fuzzy cluster
C;. Each column corresponds to a dimension p of the original high-dimensional scalar meteorological
forecast data. The vertical axis of the density map corresponds to the range [0, 1] of membership functions
of fuzzy clusters from bottom to top. The horizontal axis of the density map corresponds to the value range
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of the data in each dimension, with the minimum value on the left and the maximum value on the right.
Therefore, each element of the matrix is a density distribution map of the data which represents the joint
density distribution of the data in the feature space composed of membership and data values. We divide the
density of data distribution into five levels from sparse to dense and encode the corresponding gray values in
order from light to dark, as shown in Fig. 3a. The joint density distribution visualized by each element of the
density map matrix can intuitively reflect the membership relationship between the projected value of the
weather forecast data on the corresponding dimension and corresponding fuzzy cluster, and then reflect the
correlation and uncertainty of the data and dimension. Figure 3b shows the distribution of lower and higher
probability density. The left density map shows a strong correlation between the data projection and the
membership function. The uncertainty is low and the dimension differentiating ability is strong. The data
projections in the right density map are chaotically distributed throughout the membership-dimension
feature space. The uncertainty is large, thereby indicating that the dimension is weak in distinguishing the
corresponding fuzzy clusters and data. Generally, the more concentrated the density distribution of the data
(that is, when the dark patches in the density distribution map are concentrated and continuous), the lower is
the similarity uncertainty characterized by the density distribution.

4.1.2 Design of each element of the matrix

We display the name of each dimension of meteorological forecast data and present a histogram of the
frequency of data projection distribution above each column of the probability density matrix. As shown in
Fig. 3b, the horizontal axis of the histogram is the value range of corresponding dimension, which is the
same as that of the probability density map. The vertical axis represents the data frequency. The histogram
shows the distribution of data in corresponding dimension. We present the cumulative frequency distribution
graph of the membership of meteorological forecast data on each fuzzy cluster on the left side of the matrix.
The horizontal axis is the same as the vertical axis of the density map, which is the range of the membership
function [0,1]. The vertical axis represents the cumulative frequency, which can reflect the membership
distribution of all data in the corresponding fuzzy cluster. The histogram of data projection and cumulative
frequency of membership can help user understand the uncertainty of data similarity in the density distri-
bution matrix and combine their own domain knowledge for interaction and subsequent decision-making.

4.1.3 Interactions

The cluster-dimension matrix view is linked with the clustering process view to show the similarity dis-
tribution of data in different iterations, and enables the interaction of clicking to filter the cluster and
dimensions that participate in the back-end algorithm. In Eq. 2, the probability distribution P(x|C;) of the
data x belonging to the cluster C; is computed according to the similarity uncertainty represented by the
membership. Then, the ability to distinguish the data in the p-th dimension can be quantified. However, a
probability distribution Py (x|C;) with large uncertainty reduces the accuracy of the clustering result, and the
dimension py may affect the similarity measurement accuracy. Conventional methods pose difficulty in
avoiding the accuracy decrease caused by high uncertainty. The cluster-dimension matrix view enables
users to explore the data cluster and dimensions, and analyze the uncertainty distribution of the data
similarity combined with their own domain knowledge. The cluster-dimension matrix view enables users to
filter the probability density map with large uncertainty through clicking interaction to avoid reducing the
accuracy of the similarity measurement weight. This condition means that the influence of the probability
distribution corresponding to the filtered density map in the back-end algorithm is removed. As shown in
Fig. 1a, black boxes indicate the probability density maps involved in the back-end algorithm, whereas
transparent probability density maps are removed from the algorithm. Users can switch the black box and
transparent state by clicking on the probability density map. After interacting with the view and determining
the parameters, user can rerun the adaptive weight algorithm according to the new parameters at the current
time step.

4.2 Clustering process view
The clustering process view (Fig. 1b) shows the change in the overall data uncertainty with iteration during

the establishment of the similarity measurement, and the change in the membership distribution of specific
data with the iteration.
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Fig. 3 a Graded representation of grayscale. b Probability density map with low uncertainty (left) and high uncertainty (right)

4.2.1 Visualization of overall uncertainty

The horizontal axis of the clustering process view is the time axis, which indicates the number of iterations.
The vertical axis represents the values of the fuzzy entropy and membership. The stacked line graph in the
view shows the change in the fuzzy entropy of weather forecast data during clustering. We define the fuzzy
entropy as follows:

H=2

j=1i

N
=ty In gy — (1 = pyy)In(1 — py) (8)
=1
where p;; is the value of the membership function of fuzzy set C; at data point x;. The fuzzy entropy
describes the overall data uncertainty. The higher the fuzzy entropy, the greater the uncertainty in the data.
Particularly, the overall fuzzy entropy of the data is the sum of the fuzzy entropy for each fuzzy cluster. We
present the fuzzy entropy of each fuzzy cluster in the clustering process view. A stacked line chart is formed
by stacking several line charts that correspond to the color of the same fuzzy cluster in other views. A single
color line chart shows the fuzzy entropy of the corresponding fuzzy cluster in each iteration, and the stacked
line represents the changes of the fuzzy entropy of all data, that is, the uncertain changes.

4.2.2 Visualization of selected data points

The clustering process view also supports visualization of the membership of the selected data. The view is
linked with the data distribution scatterplot such that, when the user selects clustering or filtering data, the
membership of the selected data is automatically visualized by arranging glyphs on the time axis. The glyph
for visualization is shown in Fig. 4a. The dots at the top and bottom indicate the corresponding values of the
95th percentile of the data. The upper and lower sides of the rectangle in the glyph indicate the values that
correspond to the two quartiles. The horizontal line inside the rectangle corresponds to the median mem-
bership value of the selected data. We arranged the membership distribution glyphs of the selected data in
different iterations according to the number of iterations and also arranged the glyphs in the same iteration
horizontally according to the default order of the fuzzy clusters. Users can analyze the similarity relationship
between the selected data and each fuzzy cluster according to the glyph and can select the iteration round of
the data displayed in the cluster-dimension matrix view by clicking on different glyphs.

4.3 Data distribution scatterplot

The data distribution scatterplot (Fig. 1c) displays the similarity distribution of weather forecast data and
enable users to filter the data.

The data distribution scatterplot can reduce the dimension of the high-dimensional meteorological
forecast data through dimension reduction methods, such as PCA and t-SNE, to directly visualize the
similarity distribution in 2D space. Each point in the view represents a high-dimensional data point, the
position of which maps the high-dimensional data to the 2D coordinates after the dimension reduction. We
expressed the data membership for each fuzzy cluster by the gray level of the point. If the membership is 0,
then the point is completely gray, and if the membership degree is 1, then the color of the point is consistent
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Fig. 4 a Glyph of data membership in the clustering process view. The glyph shows the value of 95th percentile, quartile, and
median of the membership of selected data. b Data filtering control (red rectangular box marked area) and filtering result in the
data distribution scatterplot

with the representative color of the fuzzy cluster. Given that displaying the membership distribution of all
clusters on the data through color and gray scale simultaneously can cause severe visual occlusion, the view
only shows the distribution of membership of one cluster at a time and enables users to interact with the
current display to switch the cluster. As shown in Fig. 4b, the user can select the data of interest by selecting
the data filtering control (indicated by a red rectangle) provided. We updated the corresponding visualization
results in other views to assist the user in analyzing the similarity of selected data in combination with the
visualization of each view. The user can also select various dimension reduction algorithms through a drop-
down menu to change the dimension reduction result of the weather forecast data. The view will recalculate
and visualize the position of each datum point according to the algorithm selected by the user.

4.4 Weight adjustment widget

The weight adjustment widget assists the user in setting algorithm parameters, such as initial weight settings
and similarity benchmark data point settings. With no preset parameters, the back-end algorithm assumes
that the weights of all dimensions in the original weather forecast data are equal. The user can set the default
initial weight of the algorithm through the weight adjustment control, and analyze the algorithm process
according to the initial weight adjustment to optimize the predefined similarity measurement and improve its
adaptability to the current dataset. The widget also enables the user to select or enter a similarity reference
data point in a standard format. Once the reference data point is determined, the widget can automatically
recommend several data with a small similarity distance from the reference point according to the current
dimension weight. The data can be visualized as a list, thereby providing a reference for users to calibrate
the weather forecast data.

5 Evaluation and discussion

In this section, we verify the efficacy of our visual uncertainty analysis framework through a case study
using real-world meteorological forecast data. The case demonstrates the common workflow of the visual
analysis process to assist domain experts in exploring and analyzing the similarity weight distribution in
each dimension that combines domain knowledge. A discussion evaluated the system in terms of algorithm
design, system usability, scalability, and limitation.
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5.1 Data description

The data used in the case correspond to the rainfall forecast data extracted from the historical weather
reanalysis data. The rainfall forecast data comprise historical forecast and observation data, which are
generated by GEFS Hamill et al. (2013) and CCPA Hou et al. (2014), respectively. The rainfall in the
reanalysis data is extracted by binarization with a precipitation threshold. Nearly, a thousand of rainfalls
over 25 mm in the USA from 2002 to 2013 are encompassed by the rainfall forecast data. The eight scalar
dimensions in rainfall forecast data, namely average precipitation (prec), rainfall coverage area (area),
longitude (lon) and latitude (lat) of the rainfall geometric center coordinate, average precipitation bias (prec-
bias), coverage area bias (area-bias), longitude bias (lon-bias) and latitude bias (lat-bias) between the
forecast and observation data, are used for visual analysis.

5.2 Case study

The case study aims to assist domain expert in exploring the similarity uncertainty in the historical rainfall
forecast data without prior knowledge, analyze the similarity characteristics of the rainfall, and summarize
the similarity measurement. We worked with an expert, who is an experienced forecaster. Figure 5al shows
the cluster-dimension matrix view of the rainfall forecast data in the last iteration of the weight adaptive
algorithm under the default initial value. The membership distribution membership of the three fuzzy
clusters are shown on the left side of the view. The expert found that all of the membership distributions in
each fuzzy cluster in the data are average, and the result of the fuzzy cluster c_1 is relatively better than the
others. Figure 5bl shows the fuzzy entropy during the iterative process of the back-end algorithm and the
change of membership of top 50% data in c¢_1. The stacked line chart shows that the overall uncertainty of
all data did not decrease with the change in similarity weight, and the membership of the data to cluster c_1
hovers between 0.4 and 0.5. As the data similarity distribution shown in Fig. 5c1 presents, most data points
are orange-gray, indicating that most data in the dimension reduction space may belong to the fuzzy cluster
c_1. Thus, the expert considered that the fuzzy clusters and similarity weights cannot distinguish the data
well. Through the analysis of the visualization, the current weight distribution cannot characterize the data
similarity effectively. Therefore, filtering the probability density map and executing the back-end algorithm
again are necessary. According to Fig. 5al, the expert maintained the initial weights unchanged, and
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bias,” “lon-bias,” “lat-bias” in the dimension matrix view for next execution of the back-end algorithm,
because their corresponding density matrix has low uncertainty.

The second weight adaptive algorithm is executed by selecting the corresponding parameters of the
aforementioned density maps interactively. The clustering process view of the second weight adaptation
result is shown in Fig. 5b2, which also shows the change of the membership of the fuzzy cluster c_2. From
the iteration round indicated by the black arrow, the overall data uncertainty begins to decrease, and the data
membership starts to approach 0 and 1. The expert selected the 8th iteration in the clustering process view.
Then, the density distribution matrix of data in the 8th iteration is shown as Fig. 5a2. On most density maps
that correspond to clusters, the data density distribution shows the correlation between the dimension range
and the membership function range. However, some density maps, such as the density maps at (c_1, prec)
and (c_2, area), have high uncertainty. According to the expert, the similarity of heavy rain is more
dependent on geographical characteristics than the atmospheric state. Therefore, the expert kept the initial
weights unchanged, and unselected the data (framed by dotted red rectangles) locate at column “prec,”
“area” in the dimension matrix view, because their corresponding density matrix has high uncertainty.

We present the third weight adaptation result in Fig. 5b3. This iteration reduces the fuzzy entropy of the
data significantly, that is, the uncertainty. Figure 5c3 visualizes the data similarity distribution after adapting
the dimension weights. The data distribution with high membership for clustering c_2 is relatively con-
centrated(in the blue dotted rectangles), and the membership of other data for c_2 is almost 0, indicating that
the clustering results and dimension weight distribution can characterize the similarity between data
effectively. The data density distribution matrix of the last iteration is shown in Fig. 5a3. The overall
distribution of the membership of each fuzzy cluster is concentrated at O and 1, indicating that the data have
less uncertainty about the membership of each fuzzy cluster. The expert found that the dimension “lon,”
which represents longitude, has a strong correlation with the membership distribution of each cluster. Thus,
the expert inferred that the longitude of the rainfall center can measure the similarity more effectively than
other dimensions. The final weight distribution result shows that the weight of “lon” is 4.46, the weight of
“lat” is 2.48, and the weights of the other dimensions are all less than 1, thereby also explaining the validity
of the above-mentioned inference.

5.3 Discussion

The case study shows that the visual uncertainty analysis framework can assist domain experts in exploring
the uncertainty of similarity and summarizing the similarity measurement of the given meteorological
forecast data. Moreover, guiding conclusions are recommended to assist domain experts in similar weather
condition retrieval and forecast calibration. We conducted a short semi-structured interview with the expert
we worked with to evaluate our system.

5.3.1 Algorithm design

The similarity weight adaptive algorithm based on fuzzy clustering can fit the similarity measurement by
maximizing the differentiating ability of each dimension in high-scalar data without prior knowledge. Given
the high complexity of the fuzzy clustering algorithm, the number of iterations of the algorithm should be
limited as the size of forecast data increases, which may decrease the algorithm accuracy.

5.3.2 System usability

The expert stated that The system can assist the optimization of similarity measurement and improve the
accuracy of forecast calibration. He agreed that the system can assist user to explore the uncertainty of
similarity measurements in meteorological forecast data and optimize the weight distribution of each
dimension by iterative visual analysis that combines domain knowledge. The expert was satisfied with the
iterative visual analysis process, because the system combines the experience of local geographical cali-
bration with the weight and decrease the error of similarity detection. However, the new clustering results
generated by the back-end algorithm after parameter adjustment through user interaction occupy the visual
elements, such as color and transparency, thereby causing visual confusion. Having a certain understanding
of each view and the visual analysis process before conducting the iterative visual analysis is necessary.
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5.3.3 Scalability

The back-end algorithm is theoretically feasible for any high-dimensional scalar data but not suitable for
excessively large-scale data because of the time complexity of the algorithm. The visual analysis system can
construct, adapt, and optimize similarity measurement by combining domain knowledge through visual
analysis. However, for the task goals where expert knowledge and human decision-making have limited
improvement on the results, the accuracy of the visual analysis results might be worse than those of other
methods.

5.3.4 Limitation

First, the use of probability density map matrix to characterize the internal uncertainty of the data causes
information loss. To enhance efficiency, we used statistical histogram method to enumerate the number of
data in each unit to represent the probability distribution. However, discretization leads to information loss,
which hinders the user’s understanding of data and uncertainty. However, other methods for generalizing the
probability density map, such as kernel density estimation, introduces additional uncertainties into the data.
Second, the expert emphasized that the system lacks visualization of spatial information in meteorological
forecast data. The spatial distribution of the data will also affect the calibration accuracy. Third, this study
only verifies the feasibility and effectiveness of the method through case analysis and does not evaluate the
ability of the method to assist in the analysis of data and the weight fitting of similarity measurements
quantitatively.

6 Conclusion and future works

In this study, we present a visual uncertainty analysis approach for the similarity of high-dimensional
meteorological data on the basis of fuzzy clustering. We describe a similarity weight adaptive algorithm for
high-dimensional data on the basis of fuzzy clustering to characterize the uncertainty of similarity mea-
surements. Without prior knowledge, the algorithm computes the similarity uncertainty iteratively between
the data in the fuzzy set space on the basis of membership and then determines weight distribution by
maximizing the differentiating ability of each dimension. On the basis of the back-end algorithm, we further
present a visual analysis framework for the exploration of uncertainty in meteorological forecast data and
the optimization of similarity measurement method. This framework has coordinated views and intuitive
interactions to enable the visualization of the similarity uncertainty distribution. The visual analysis
framework supports an iterative visual analysis of similarity weight distribution in each dimension that
combines domain knowledge. A case study that uses real-world meteorological data demonstrates the
efficacy of the approach in exploring similarity uncertainty and optimizing similarity measurement.

We plan to generalize the joint distribution of similarity uncertainty in different dimensions for further
analysis. We aim to design an efficient framework to analyze similarity uncertainty across time steps. We
also plan to promote the weight adaptive algorithm to other high-dimensional scalar data.
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