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Fig. 1. Examples of some design parameter attribute under our proposed multiclass contour visualization framework. (a) Line Number:
the number of contour lines in each class, 12 (1) vs. 6 (2). (b) Line Style: solid (1) vs. dashed (2). (c) Halo: contour lines without halos
(1) vs. with halos (2). (d) Fill: the contours without fillings (1) vs. with fillings (2). (e) Order: multiple contours plotted by level (1) vs. by
class (2). (f) Mix: multiple contours stacked with direct overlay (1) vs. with color blending (2).

Abstract— Multiclass contour visualization is often used to interpret complex data attributes in such fields as weather forecasting,
computational fluid dynamics, and artificial intelligence. However, effective and accurate representations of underlying data patterns
and correlations can be challenging in multiclass contour visualization, primarily due to the inevitable visual cluttering and occlusions
when the number of classes is significant. To address this issue, visualization design must carefully choose design parameters to
make visualization more comprehensible. With this goal in mind, we proposed a framework for multiclass contour visualization. The
framework has two components: a set of four visualization design parameters, which are developed based on an extensive review
of literature on contour visualization, and a declarative domain-specific language (DSL) for creating multiclass contour rendering,
which enables a fast exploration of those design parameters. A task-oriented user study was conducted to assess how those design
parameters affect users’ interpretations of real-world data. The study results offered some suggestions on the value choices of design
parameters in multiclass contour visualization.

Index Terms—Contour, multiclass visualization, visualization framework, domain-specific language, visualization design

1 INTRODUCTION

Contour plots are widely used to visualize scalar quantities and field
data in many fields, such as weather analysis [2], computational fluid
dynamics [1], and artificial intelligence [25]. A contour plot draws a
set of contour lines by setting different values and connecting points
with the same value of a given attribute. We call the lines representing
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higher values the higher-level contour lines. The contour with contour
lines of different levels shows the data attribute’s value levels and helps
users see its distribution and identify some essential characteristics such
as extreme points.

Nowadays, field data has become more complex. Visualizing and
analyzing the contours of multiple variables and attributes associated
with the same spatial region has become a common practice. Such
contours are referred to as multiclass contours. A typical example is
meteorological data, which contains attributes like air temperature, pres-
sure, humidity, etc., and different data in different years. The multiclass
contours of meteorological data are essential for meteorologists to ob-
tain a comprehensive overview of climate change over a specific region.
In addition, multiclass contours have recently been extended to other
fields [15, 19], where they can help compare the multiple distributions.

Multiple contours can be rendered as separate displays. However,
Early studies have reported that using separate displays creates more
perceptual and cognitive work for viewers and significantly prevents
them from discovering and analyzing patterns of multiple variables [9].
Another method is to overlay the contours into a single view. However,
directly overlaying these contours will inevitably lead to visual clutters.
Researchers have proposed various design approaches to address this
issue, including reducing the number of contour lines of individual
classes and using different visual channels for portraying contours [21,
37]. However, little research is done to consider how these approaches
should be integrated holistically. On the one hand, there is a lack of



summary of the existing approaches, and what design parameters can be
chosen in the visualization designs of the multiclass contour is unclear.
Designers are hard to explore the design parameters and possible values
systematically. On the other hand, in practice, it is often difficult for
users to choose appropriate multiclass contour designs for different
tasks. Even for the contours from experienced visual designers, such
as those in visualization research papers, the rationales behind designs
are often missing. We argued that the design parameters of multiclass
contour visualization must be carefully chosen to make the display
more comprehensible and enable users to perform specific tasks better.
The guidance of the design parameters selection strategy is essential.

With this in mind, we proposed a framework for multiclass contour
visualization. This paper reports our work in constructing two compo-
nents of the framework: identifying some essential design parameters
and developing a declarative language to facilitate the description and
design of multiclass contour visualization. To identify the design pa-
rameters, we conducted an extensive review of literature in the field of
multiclass contour visualization and summarized four design parame-
ters: Line, Fill, Order, and Mix. Each of these parameters has some
attributes that can be considered in the design. Then, to streamline the
design by using these parameters, we developed a declarative domain-
specific language (DSL) so that users can quickly generate multiclass
contour visualizations with a simple text description of samples.

We also set up a task-oriented lab study on the impacts of some
design parameters on user interpretations of multiclass contours. The
results of the user study, which examined how different value choices
and combinations of some design parameters influence the understand-
ing of multiclass contours, offer suggestions on the design choices of
multiclass contour visualization.

In general, our research made the following contributions:

• Developed a framework for multiclass contour visualization, in-
cluding a set of essential design parameters based on literature
review and a declarative domain-specific language for quick gen-
eration of multiclass contour visualization.

• Provided design suggestions based on the results of a task-
oriented user study on the impacts of design parameters on the
understanding of multiclass contours.

2 RELATED WORK

In this section, we reviewed previous work on two areas: contour
visualizations and declarative languages for visualization generation.

2.1 Contour Visualization

Contour is a very common visualization method to visualize scalar
fields. By setting different value thresholds, multiple closed contour
lines can be obtained to represent the distribution of the values. In
the visualization community, research in this direction includes the
use of contour lines to represent the area with high density and outlier
points [21], the combination of multiple contours to express uncer-
tainty [35], the application of line width to encode extreme values [37],
and the incorporation of contour-like strokes into the nodes of scatter-
plot to show global data structure [17].

Another usage of the contour is to visually enclosure objects to
indicate classes explicitly. Research efforts have been made to improve
contour visualizations by incorporating other visualization parameters,
such as the textures and alpha blending to show intersecting sets [31],
Bubble Sets to show sets and their relationships [6], and Rectangular
Euler Diagrams to improve the readability of the set intersections [23].

In addition to research on new methods to enhance contour visu-
alization, some efforts were made to adapt traditional contour visual-
ization methods to different data types, including density maps [12],
texts [3, 15, 16], graphs [4, 38], scatterplots [32], spatial data [18],
high-dimensional data [19], and medical data [29].

These novel approaches lay the foundation for our framework and
suggest what design parameters should be considered.

2.2 Declarative Language for Visualization Design
A declarative language allows developers to describe the results of com-
putation. Compared to traditional programming languages requiring
developers to describe how the results should be generated, declarative
languages can simplify development processes [10]. Some declarative
languages exist for visualization design. For example, Vega [27] pro-
vided a set of fundamental abstractions for constructing visualizations,
and Vega-Lite [28] offered a high-level grammar that enables rapid
specification of interactive data visualizations. However, these general
declarative languages did not cover all types of visualization designs
and could not easily accommodate the requirements in some specific
domains.

In addition, some research has focused on declarative languages for
specific domains. Such declarative domain-specific language (DSL)
can support different types of data or visualization, such as hierarchical
data [14], volume data [5,30], scalable scatterplot [32], graph [11], unit
visualization [22], and multiclass density map [12].

In this paper, we proposed a declarative DSL focusing on multiclass
contour generation based on the design parameters and their attributes.
We followed the approach of Vega, which takes JSON as the format for
the DSL.

3 ANALYSIS OF DESIGN PARAMETERS IN MULTICLASS CON-
TOUR

Multiclass contour is widely used, including some research works that
have already applied multiclass contours in different application sce-
narios and under different research problems. However, these contours
are various in design. The possible design parameters are unclear and
lack guidance on making better choices for different use. We want
first to propose a generalized framework for multiclass contour, which
includes available design parameters. The framework development
started with a survey of the literature in the visualization community
that has used multiclass contours.

The papers we reviewed meet the following two criteria: 1) the
contours used in a paper need to be multi-categorical so that research on
a single contour can be excluded; and 2) the contours must be displayed
explicitly and statically to avoid research on dynamic methods like
animation. As a result, we obtained 9 papers. We then classified them
according to different design parameters, and the taxonomy based on
their analysis is shown in Table 1.

Works Line Number Filling Mix Method
Collins et al. [6] 1 Yes Alpha Blending
Malkai et al. [19] 1 Yes Alpha Blending

Simonetto et al. [31] 1 Yes Alpha Blending
Mayorga et al. [21] 1 Yes Color Blending

Riche and Dwyer [23] 1 Yes Overlay
Yuan et al. [36] 1 No N/A

Jo et al. [12] >1 No N/A
Lu et al. [17] >1 No N/A

Scheepens et al. [29] >1 No N/A
Table 1. Taxonomy of existing papers related to multiclass contour
drawing. We classified them based on three categories: Line Number,
Filling, and Mix Method.

Here, we classified these works on three visual parameters: Line
Number, Filling, and Mix Method. Line Number refers to whether
the contour in each class contains only one line or multiple lines,
Filling concerns whether each contour line has filling inside or not,
and Mix Method is about how contours in different classes are mixed
into one view. For those contours without fillings, we excluded them
from the analysis of mix methods because the mix between the lines
becomes challenging to distinguish. We identified three mix methods:
Overlay, Alpha Blending and Color Blending. For Color Blending,
Splatterplots [21] used an approach that pushed the overlapping areas
toward black.

In addition to the above design parameters, we also found that
some researchers considered other encoding methods. Lu et al. [17]
added contour-like strokes to the scatterplots, which can be regarded



as discontinuous contour lines. Zhao et al. [37] used line width to
encode distance to the location of the maximum value. Scheepens et
al. [29] distinguished contours with line opacity and halos. Simonetto
et al. [31] used textures, instead of solid colors, in the fillings. These
design considerations can all be incorporated into our framework.

4 OUR FRAMEWORK OF MULTICLASS CONTOUR VISUALIZA-
TION

Based on the review of works and references of some basic visual chan-
nels, we developed a framework for multiclass contour visualization
by first summarizing four design parameters and then developing a
declarative domain-specific language (DSL) to facilitate the genera-
tion of multiclass contours. In this section, we described these two
components.

4.1 Design Parameters
Here, we discussed these parameters and related attributes. In the frame-
work, we want the design parameters to be generalized by avoiding
specific visual encoding methods and letting designers choose what
encoding methods to use. Here we just explained some commonly used
encoding approaches.

4.1.1 Line
The lines are the most visible visual elements in contour visualization
and can strongly influence contour representation. This parameter
contains several attributes that can be manipulated in design.

Line Number is one attribute that influences what a contour looks
like (Fig. 1(a)). As mentioned earlier, existing works used various line
numbers in their designs.

Line Style is inspired by Winglets [17], which used different vi-
sual representations (e.g., points with wings) to represent equipotential
surfaces of point density. Here we suggested that contours can be visu-
alized with different line styles, such as solid or dashed lines (Fig. 1(b)).

Line Color is very commonly used to encode information in contour
visualizations. In most papers we have surveyed, it is used to distinguish
different classes by assigning each class a specific color. Even within
the same contour, different lines can have different colors to show the
level information.

Line Width is a basic visual channel of contour and can be used to
encode additional information, such as that in PhoenixMap [37] that
encodes the distance from the position of maximum value. For the
contour with multiple lines, we can take a similar approach that relates
the level with line width: the higher the line level, the wider it is. This
approach can make the areas with higher values more visible.

Line Opacity is another basic visual channel. Scheepens et al. [29]
used different line opacities to highlight different contours. We can
also relate opacity with the level, just like Line Width.

Halo is also used by Scheepens et al. [29] to distinguish different
contours with a good result. Here we follow its approach by adding
halos to the lines (Fig. 1(c)). Similar to the Line parameter, Halo can
have attributes like Halo Color, Halo Width, and Halo Opacity.

4.1.2 Fill
A contour line depicts not only the line itself but also the area it covers.
As shown in Table 1, some research had fillings inside contour lines.
So we added Fill to our framework. It is an optional parameter: a
contour can have fillings or no filling (Fig. 1(d)). Several attributes can
be considered in the design if a filling is applied.

Fill Style is similar to Line Style. Except for common standard
colors, textures [31] and other fill patterns can also be applied to the
fillings.

Fill Color is usually used for distinguishing different classes, just
like Line Color. Generally, contour lines in the same class will use the
same color. However, a color scheme can also be used to distinguish
different contour levels in a specific contour.

Fill Opacity is similar to Line Opacity, which can be used to
indicate level information of contour lines. It can also be used to
achieve Alpha Blending, which can be regarded as a stack of multiple
contours with different fill opacities.

4.1.3 Order
When drawing multiclass contours, the Order in which individual
contours are rendered is essential. The most common approach is to
draw contours by class. However, this method can cause the classes
drawn first to be covered underneath and become invisible. In practice,
we found that users tend to be more interested in the areas with high
values, where the high-level contour lines are located. Thus, we adopted
another drawing order: drawing contours by level (Fig. 1(e)), in which
the lines of the lower levels of all classes are drawn first, and then the
lines of the higher levels are rendered in turn. This method will ensure
that the higher-level lines will always override the lower-level lines. As
a result, the areas with higher values will be more visible.

4.1.4 Mix
As we have shown in Table 1, there are some different mixing meth-
ods, and they influence the final presentation. Thus, we added Mix to
the framework as a design parameter to deal with areas with overlap-
ping contours (Fig. 1(f)), where Overlay, Alpha Blending, and Color
Blending are all common choices.

4.2 DSL for Multiclass Contour Generation
The first component of our framework only covers the design parame-
ters and their attributes that can be considered and includes no specific
encoding approaches in each parameter. To help the design processes
of multiclass contour visualization that involves these parameters, we
further developed a declarative domain-specific language (DSL) which
provides some common encoding methods to facilitate the quick gener-
ation of multiclass contours. A declarative language lets users directly
specify visualization contents and attributes without worrying about
technical implementation details [10].

Our DSL uses the JSON format to specify the visualization of mul-
ticlass contours. Its grammar is shown in Fig. 2. A specification first
refers to an array of 2D points with class labels as the data input and
then provides details on individual parameters. The required parameters
include Line, Order, and Mix. Fill is optional, and so is Halo for line
rendering.

We implemented a process with JavaScript to parse a given specifi-
cation and then render multiclass contours with SVG elements. With
the given data points which contain position information, our process
first blurs these points into scalar fields by class according to the point
density using Kernel Density Estimation (KDE) with a uniform kernel
function. Then a Marching Square algorithm, a commonly used method
for contour generation [20], is applied to create contours for each class.
The algorithm receives a list of value thresholds and outputs the contour
lines corresponding to each threshold. In this process, different canvas
sizes, cell sizes, and blur radii can affect the generation of the scalar
field and then further affect the contours generated by the algorithm.
Here we fix the drawing on a canvas of 256*256, with the cell size
of 2 and the blur radius of 8. These parameters will be allowed to be
specified in the grammar in future implementations.

The line number receives an integer as input. It is transformed into
a sequence of equivariant thresholds related to the maximum value of
all classes. For example, suppose the line number is k. In that case,
our process gets the maximum value w within all classes, divides the
interval [0,w] into k+1 equal sub-intervals, and uses k interval values
as the thresholds for contour generation. It should be noted that the
same threshold list is used in all classes, so those classes that do not
reach the maximum value will possibly have fewer contour lines than
the given number.

The process gives two ways of encoding for the attributes with
numerical values (Line Width, Line Opacity, Halo Width, Halo
Opacity, and Fill Opacity). If the input is a single number, the cor-
responding attribute of all contour lines will have the same value. If
the input is an interval, then the corresponding attribute of the lines
in the same contour will take the values in the range defined by the
interval. In addition, the attribute of the highest-level line will be set to
the maximum value of the interval to highlight the areas with higher
values, and the opposite is for the lowest-level line. The values of the
other lines are obtained by interpolation. Currently, our process only



{

    "data": <Point[]>,

    "line": {

        "number": <Number>,

        "style": "solid" | "dashed",

        "color": <Color[]> | <Color[][]>,

        "width": <Number> | <Number[2]>,

        "opacity": <Number> | <Number[2]>,

        "halo"?: {

            "color": <Color>,

            "width": <Number> | <Number[2]>,

            "opacity": <Number> | <Number[2]>

        }

    },

    "fill"?: {

        "style": "solid",

        "color": <Color[]> | <Color[][]>,

        "opacity": <Number> | <Number[2]>

    },

    "order": "class" | "level",

    "mix": {

        "level": "normal" | "multiply" | "screen" | "overlay" |

   "darken" | "lighten" | "color-dodge" | "color-burn" | 

   "hard-light" | "soft-light" | "difference" | "exclusion" |

   "hue" | "saturation" | "color" | "luminosity",

        "class": "normal" | "multiply" | "screen" | "overlay" |

   "darken" | "lighten" | "color-dodge" | "color-burn" | 

   "hard-light" | "soft-light" | "difference" | "exclusion" |

   "hue" | "saturation" | "color" | "luminosity"

    }

}

Fig. 2. Grammar of our DSL for multiclass contour generation. We added
input specifications to the parameter attributes in the framework. Fill and
Halo are two optional parameters.

supports linear interpolation, and other methods can be implemented
as needed.

Two attributes related to color (Line Color, Fill Color) are mainly
used to distinguish different classes, so we need to specify the colors of
different classes. Just like the numeric attributes, we want to specify
both the same color and different colors for the lines in the same
contour. However, color interpolation is challenging, so our DSL
grammar only supports the color specification for individual lines. It
should be noted that our grammar does not support different halo colors
because introducing more colors would make visual clutter worse.
Thus, a universal color is set for the halo, while white is one of the
most commonly used.

For the mix methods, as the contours are drawn on SVG, the process
uses the mix-blend-mode CSS property to do the mixing. Our grammar
supports all values of this CSS property. Two commonly used values
are normal and multiply: normal is for overlay and alpha blending,
while multiply is similar to what Splatterplots [21] did. Also, as two
different drawing orders are available, our process can distinguish two
values: the mix between levels and classes.

We have mentioned that Fill Style has other choices like textures
except for solid colors. However, in practice, we found that textures
are indistinguishable from contour lines. Thus, we only support solid
colors for the filling style in our DSL.

Fig. 3 shows an example of specifying multiclass contour visualiza-
tion with our DSL and the visualization result generated by our process.
The implementation was done upon d3-contour 1.

1https://github.com/d3/d3-contour

{

    "data": "CIFAR10",

    "line": {

        "number": 10,

        "style": "solid",

        "color": [#4e79a7, #f28e2b, #e15759, #76b7b2,

     #59a14f, #edc948, #b07aa1, #ff9da7,

     #9c755f, #bab0ac],

        "width": [0.56, 1.27],

        "opacity": [0.59, 0.92],

        "halo": {

            "color": #ffffff,

            "width": [0.83, 1.07],

            "opacity": [0.69, 0.77]

        }

    },

    "fill": {

        "style": "solid",

        "color": [#4e79a7, #f28e2b, #e15759, #76b7b2,

     #59a14f, #edc948, #b07aa1, #ff9da7,

     #9c755f, #bab0ac],

        "opacity": [0.05, 0.21]

    },

    "order": "level",

    "mix": {

        "level": "normal",

        "class": "normal"

    }

Fig. 3. An example of the declarative DSL and the corresponding contour
generated by it. Parameter attributes here are set to the default values
got from the preliminary study.

5 USER STUDY ON DIFFERENT DESIGNS

With the proposed framework, we next want to know whether different
choices of these parameters and their attributes can affect the user’s
cognitive ability, which can be summarized as guidelines for designing
multiclass contours. Using the DSL, we conducted a task-oriented user
study to evaluate the effectiveness of different designs by varying the
values of some design parameters.

5.1 Tasks
We first need to choose representative tasks for the user study, where
the validity of different multiclass contour designs can be measured.
Massive literature is available to identify relevant tasks used in the
visualization-based user study. After reviewing various tasks seen
in the literature and examining our needs, we chose four tasks listed
below:

• T1: Finding the place with the highest value of one specific class.

• T2: Finding multiple value peaks of one specific class.

• T3: Comparing values of different locations of one specific class.

• T4: Comparing values of one specific location of different classes.

In nature, these four tasks have two goals that are articulated by
Roth [24]: Identify and Compare. T1 and T2 fall into the category
of Identify, which is about to find objects, while T3 and T4 are in
the category of Compare to conduct comparisons. These tasks can
also be classified according to their target objects. T1, T2 and T3 are
for a specific class, and T4 is for the relationships between different
classes. In addition, T2 is inspired by the task of finding clusters among
different distribution areas in scatterplots by Sarikaya and Gleicher [26],
which can be analogous to scalar fields.

5.2 Preliminary Study
The design parameters in the framework for the multiclass contour are
too many to be tested for all possible combinations of attribute values,
so we had to narrow down the scope of parameters and attributes
by choosing a subset that is ”important” to users. We conducted a
preliminary study to learn which design parameters and attributes are
”important” enough to be used in the formal study and what default
values should be used for others.

We implemented a system for the preliminary study. The system
allows participants to freely adjust attribute values and generate the
resulting contours in real-time with our DSL. The system’s user inter-
face is shown in Fig. 4. It should be noted that the system does not



support color adjustment. Colors of lines and fillings are set to Tableau
10 palettes, with the same color in the same contour. The system also
provides the two most common mix methods: normal and multiply.

The procedure of the preliminary study includes the following steps.
We first provided participants with the four tasks mentioned above and
let them adjust the attribute values freely, with a goal that the generated
contours would be perceived as the best for the provided tasks. Then
they need to submit the attribute settings. A participant can submit
multiple settings for one task. After completing the adjustments, partic-
ipants were given a questionnaire on which parameters and attributes
they thought would influence the tasks. We used a Likert scale (1 to 5)
for each parameter attribute. The questionnaire also includes open-end
questions for comments.

Fig. 4. The user interface of the system used in the preliminary study.
A task is presented on the top, the interactive panel below is used to
adjust the values of parameter attributes, and the contour on the right is
generated based on selected attribute values. Clicking the submit button
to finalize a choice on the setting. Multiple settings for one task are also
allowed.

We recruited 11 participants and obtained 50 combinations of param-
eter attribute settings from them. We finally selected 3 parameters and
attributes for the user study: Line Number, Fill, and Halo. Line Num-
ber and Fill got the highest scores in the preliminary study (more than
4) and were regarded as the most ”important”. We were also interested
in Halo because some participants indicated in their comments that
halos could help them better distinguish different classes, especially in
cases where visual clutter is severe. Thus, we also chose it to test the ef-
fectiveness of halos. Some other parameters also got high scores, such
as Mix and Order. However, most participants preferred to choose the
same value (normal for Mix and level for Order), showing that other
value choices would not help users on these tasks, so we did not select
them for the user study.

The default values for other attributes were generated as follows. For
numerical intervals, we handled left and right endpoints separately. We
first used KDE to smooth the values and then selected the value with
the highest density. For other categorical attributes, we used the value
that appeared most. Fig. 3 is the contour drawn based on the obtained
default values of all attributes.

5.3 User Study

The study aims to examine the effectiveness of three selected parameters
and attributes on four proposed tasks. First, we gave three hypotheses:

• H1: Variations of individual parameters affect the user’s ability
to complete the tasks. We need to state whether the changes in
individual parameters affected the user’s ability on both accuracy
and completion time.

T1

T3 T4

T2

Fig. 5. The user interface of the system used in the user study. Partic-
ipants received a task promptly, completed the task by clicking on the
contour or dragging the icon above, and then clicked the submit button for
task completion. The system then moves to the next task automatically.

• H2: There exist interactions between pairs of parameters. This
hypothesis is based on our previous finding that filled contours
tend to have only one contour line. We want to verify whether
this phenomenon occurs due to a coupling between any pairs of
parameters.

• H3: The number of classes in the data can influence users to
complete the tasks. As well as the number of classes itself, we
also want to verify if it interacts with other design parameters.

5.3.1 Data

We used the CIFAR-10 data set [13] in the user study. The CIFAR-10
data set consists of 60,000 32x32 color images in 10 classes. We chose
this data set because after being projected to a 2D space, each image
class has several distribution centers, and there are more crossovers
between classes. These features are ideal for our tasks.

Additionally, as we were interested in the impact of the number of
classes on understanding multiclass contour, we further constructed
two more data sets by reducing the classes of CIFAR-10 to 3 and 6 by
merging some classes. Together with the original one, we had three
data sets in total.

5.3.2 Experimental Design

The study is a within-subjects design with three independent parame-
ters: Line Number, Fill, and Halo. The dependent variables are task
accuracy and completion time on the four tasks mentioned early. For
Line Number, early research showed a great variety of choices on its
value (Table 1). In this study, we selected four line numbers: 1, 4, 8,
and 12. Both Fill and Halo are binary. In our study, contours were
rendered with or without fillings and halos in different treatments. For
other attributes, we gave them a fixed value as we got in the preliminary
study.



In total, we had 16 treatment combinations (4 x 2 x 2). All partic-
ipants were asked to complete 4 tasks under these 16 treatments, so
each participant should do 64 trials. Although we used 3 data sets in
our study, we did not fully combine them with treatments because a
complete combination of data sets and treatments would result in 192
trials, which were burdensome to participants. Instead, we chose a data
set for each trial in a random manner. This approach ensured that all
data sets and treatment levels could be balanced.

5.3.3 Participants and Apparatus

We recruited 17 participants. They all had knowledge of visualization
but less knowledge of contour. None of them were involved in the
preliminary study.

The study used a web-based system shown in Fig. 5. The resolution
of the screen in the study was 3,840 x 2,160 for all participants, and all
contours were scaled to fit the screen size. To reduce the operational
burden of participants, they only needed to complete simple operations
such as clicking and dragging in the system. The system then calculated
the scores according to their operations and the task completion time.

5.3.4 Procedure

First, participants were briefed about the study and provided basic
information about contour, common features of the contours used in
the subsequent study, and details of the four tasks. Then, they were
given eight warm-up tasks for exercise, including two rounds of four
tasks. In the first round, we gave hints that helped users understand
how to complete the four tasks. In the second round, we let the users
operate independently and got familiar with the whole process. The
results of these warm-up assignments were not recorded.

After the exercise, participants completed the tasks based on the
prompt on the screen. The procedures of the four tasks are given below:

• T1: Participants were given a class and asked to click on the
location with the highest value of that class. The score is the
value at the clicked point compared to the highest value of the
given class.

• T2: Participants were given a class and the number of peaks
in that class. They were asked to click on the corresponding
positions of the peaks. The score is the percentage of peaks that
have clicked points inside. It has to be mentioned that the peaks
were gotten from the contours, and different numbers of lines may
cause different peaks.

• T3: Participants were given a class and three random positions on
the contour and asked to drag the corresponding icons between
the contour and the question to sort them according to the values
on these three positions of the given class. Scores are calculated
by the percentage of correct alignments.

• T4: Participants were given at most three classes and one position
and asked to drag the corresponding icons to sort according to
the values of the given classes on the given point. The classes
were selected randomly. To avoid a large gap between the values
of the three classes, we randomly generated 10 locations and
selected the position with the highest minimum value. The score
calculation method is the same as T3.

In addition, we randomly assigned colors to different classes in each
trial to reduce the carryover effect.

6 RESULTS

We analyzed the user study results, verified the validity of the proposed
hypotheses, and summarized the design guidelines for contours based
on the analysis results. Classes were analyzed together with the other
three design parameters.

6.1 Analysis of Individual Parameters
We analyzed how the changes of one single parameter affect users’
ability on different tasks. Fig. 6 shows the results with the distribution
of scores and time on different parameters and tasks. As shown in the
figure, user performances varied with different values of the parameters.

We used one-way ANOVA to verify whether there exists significant
differences in user performances in Line Number and Classes, which
have more than two choices, and t-test for Fill and Halo.

6.1.1 Line Number
Fig. 6 shows that different choices of Line Number affect task accuracy
scores and completion time. For accuracy, ANOVA showed a significant
difference among four choices on T1 (F(3,268) = 19.6, p < .001) and
T2 (F(3,268) = 2.75, p = .0434). Post-hoc analysis (Tukey’s HSD)
indicated that for T1, significant differences exist between the value of
1 and 4 (95% CI = [.0764, .198]), 8 (95% CI = [.0995, .221]), and 12
(95% CI = [.0800, .203]). All these values are with p < .001.

For T1, as shown in Fig. 6, the accuracy under the value of 1 is
significantly lower than those under 4, 8, and 12. This result suggests
that using more lines helps identify the highest data values. However,
even though there are no significant differences between using 4, 8, or
12 lines, an interesting observation is that the accuracy scores of using 8
lines are slightly higher than those of using 3 and 12 lines. A reasonable
interpretation of this is that using 8 lines presents more details of the
data distribution than using 4 lines, just as what using 12 lines is able
to achieve, but induces less visual clutters than using 12 lines. It also
implied that an optimal choice of line number should be able to both
convey sufficient information and reduce visual complexity, while 8
lines may be a compromise option.

For T2, we can see that task accuracy drop rapidly as the line number
increases when it is fewer than 8, but the accuracy under the value of 12
is nearly the same as that under 8. However, Tukey’s HSD showed that
the difference between them is marginally between parameter values
in T2 but gets an edge value between 1 and 8 (95% CI = [-.00174,
.195], p = .0563). It indicated that the sensitivity of this task to line
numbers is low but might also lead to a conclusion that presenting more
information by more lines prevents users from accurately identifying
multiple peaks of the data distribution to a certain extent.

Line number has obvious influence on the completion time in T2
(F(3,268) = 5.25, p = .00156) and T3 (F(3,268) = 3.23, p = .0229).
In T2, we found that the average time under the value of 8 is much
higher than 1 (95% CI = [1.58, 11.7], p = .00439) and 4 (95% CI =
[1.63, 11.7], p = .00401). It is unclear how this could happen.

For T3, we found that the time cost increases as the number of
lines increases. The results from Tukey’s HSD also showed that the
difference between the values of 1 and 12 is significant (95% CI =
[.809, 11.6], p = 0.0169). It confirmed that more lines increase the
burden on the users to make the comparison for a particular class.

6.1.2 Fill
As shown in Fig. 6, the accuracy scores with fillings are lower than
those without in T2 and T3. Results from t-test confirmed this finding
(t(270) = 2.33, p = .0207 and t(270) = 2.03, p = .0434, respectively).
It can be explained that fillings make it more difficult for users to
distinguish a particular class as the colors of different contours are
mixed. For the completion time, the results from the quantitative
analysis did not show a significant difference.

6.1.3 Halo
To our surprise, Halo does not significantly influence the four tasks.
Both the average scores and time are almost the same. It implied that
the presence or absence of a halo does not affect these tasks.

6.1.4 Classes
For task accuracy, we can generally see that in T2 and T3, user per-
formances with the 10-classes data set are worse than in the other
two data sets. Results of ANOVA confirmed this observation, with
F(2,269) = 5.90, p = .00311 for T2 and F(2,269) = 3.07, p = .0482
for T3. Post-hoc analysis indicated that in T2, accuracy performance
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Fig. 6. Score and time distributions of different parameters on different tasks, from statistics of the user study.

with the 10-class data set is significantly worse than that with the 3-
class data set (95% CI = [.0271, .181], p = .00454), as well as that with
the 6-class data set (95% CI = [.00974, 0.164], p = .0228). For T3,
however, the post-hoc analysis did not show any pairwise difference,
indicating the low sensitivity of this task to the number of classes.

As for the time users spent on the tasks, we found in T2 that the
average completion time on the data set with the data of 10 classes
is much higher than those with the other two data sets. The post-hoc
analysis confirmed the difference is significant, with 95% CI = [4.04,
11.7] for 3 classes and [4.80, 12.5] for 6 classes. All p-values are less
than .001.

The above findings stated that more classes in the data set could
negatively influence user performances for searching value peaks of a
particular class. The more classes there are, the more difficult it is for
users to distinguish one specific class. Especially when there are more
than 10 classes, user ability will significantly decrease. Thus, designers
need to be more careful using contour or try other visualization methods
when dealing with data with many classes.

In general, H1 was confirmed to some extent. Except for the Halo
parameter, different choices of Line Number and Fill can influence
user performances. The same is true for data with a different number
of classes, which means that H3 was also confirmed.

6.2 Interaction Analysis of Pairs of Parameters

We further analyzed the interactions of pairs of parameters on user
performances by using two-way ANOVA. However, in the user study,
we did not make a complete combination of classes in data sets and
other parameters for one user, which made the results unbalanced. It is
not suitable to directly apply two-way ANOVA. To address this issue,
we used Type III ANOVA to analyze unbalanced data without the order
of specifications. Unfortunately, we did not find any significant interac-
tion between Line Number and Fill, which is not what we expected.
However, the interactions between Line Number and Classes are sig-
nificant in scores on T1 and T4, and time on T2. The results are shown

in Fig. 7.
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Fig. 7. Results by using contours with different line number choices on
different data.

For T1, Line Number and Classes have significant interactions on
score (F(6,260) = 5.26, p < .001). Fig. 7 shows that the average score
of the combination of the values of 1 line and 3 classes is low, a rather
strange phenomenon that cannot be reasonably explained. We then
checked the look of the contour with this parameter setting. We can
see that the distribution of each class in this data is sparse, as shown
in Fig. 8(a). It made the completion of T1, finding the highest value,
more complex, especially when using 1 line. So we assumed that the
use of fewer lines in the case of a more dispersed distribution would
negatively influence the search for the maximum value.

A similar situation is seen in the completion time on T2 (F(6,260) =
3.37, p = .00323). As shown in Fig. 7, the combination of 3 classes
and 1 line again showed an exceptional value. We then found that one
of the classes have two peaks so close in this case (Fig. 8(a)). It made
participants treat them as one peak and thus spend more time looking



for another peak that does not exist. Some participants also had the
same feedback during the experiment. Moreover, this is not the case
with 4 lines and more. So we attributed this to the characteristics of the
data itself rather than a general nature.

For the accuracy score on T2 (F(6,260) = 2.18, p = .0452), Fig. 7
shows that when the number of lines increases from 1 to 4, there is a
significant decrease in the score of the 10-class data. This phenomenon
suggested that finding peaks is more sensitive to the number of lines in
data with more classes. It can be explained that more data classes and
more line numbers result in more visual clutter.

For the score on T4 (F(6,260) = 2.18, p = .0450), We can see
in Fig. 7 that, unlike the other data, the accuracy rate decreases as
the number of lines rises in the data of 6 classes, which is also a
strange phenomenon. After checking the data, we found that in the
data of 6 classes, there is no heavy crossover between different classes
(Fig. 8(b)), which means that a few contour lines are enough to make
the comparison between classes. Moreover, with the increase of lines,
it will instead lead to visual clutters and affect the user’s judgment. It
is the opposite when the crossover between classes is heavy, just like
the data with 3 (Fig. 8(a)) and 10 classes (Fig. 8(c)). This result told us
that if the crossover between classes is not very serious, a few contour
lines are more appropriate for comparing different classes.

(a) (b) (c)

Fig. 8. Contours with 1 line on the data with 3 classes (a), 6 classes
(b), and 10 classes (c). For (a), the distributions are sparse, together
with two closely-connected peaks for the blue one, making the accuracy
score of both T1 and T2 relatively low. For (b), the crossover between
classes is not severe, which makes a single line already sufficient for
comparison between classes.

As the results showed, H2 was rejected, while H3 can be somewhat
confirmed. There exist interactions between Line Number and Classes
on the score of T2. Besides, we also found some valuable findings for
further guidance.

6.3 Insights
Finally, according to the previous result analysis, we gave the following
general conclusions:

• Fewer contour lines do better in finding value distribution peaks,
especially for data sets with more classes. They are also suitable
for comparing values within one class and between different
classes when the intersection is not severe. However, too few
contour lines are bad for finding the highest values, especially
when the value distribution is sparse, while the choice of 8 lines
perhaps has the best performance. They are also inappropriate
for multiclass comparison when heavy crossover exists between
classes.

• Fillings can negatively influence finding peaks and comparing
within one class because of the overlapping of colors.

• More classes in data can negatively affect the task of finding
peaks, and the limitation may be around 10.

These findings can serve as guidance for further use. For example,
suppose the goal of using multiclass contour is to show the overall
distributions and roughly show some peaks. In that case, it is better to
draw fewer lines, while in contrast, finding extreme values is better to

use more contour lines without fillings. For comparison-related tasks,
if comparisons are within a class, few contour lines with no fillings
work better. If comparisons are between classes and the crossover is
heavy, adding more contour lines can help. If the data has more than
10 classes, the multiclass contour may not be a suitable visualization
method.

7 APPLICATION

In this section, we used the guidance to illustrate how it helps generate
better contours for analyzing a real-life data set. The data set we used
here contains NSF (Nation Science Foundation) projects. NSF supports
fundamental research and education in science and engineering, and
the projects funded by it are representative of advanced research. As
time goes by, the directions of advanced research can change, which
allows us to analyze the research directions changes.

Here we used contour to show the changes. We used projects in
2000, 2010, and 2020, and then explored how the research directions
vary in these years. Each project has a title to describe its research.
We first used BERT [8] to embed each title into a 768-dimensional
vector to represent the semantics. In this high-dimensional space, the
semantics of the titles represented by the two close vectors are similar,
implying that the two projects are close in the research direction. We
then projected these vectors onto a 2D space with t-SNE [33] and used
our DSL to show the distributions.

Specific analysis goals are also needed to set appropriate attribute
values. Through the contours, we want to get: 1) peaks of the distri-
butions in 3 years, which may show the possible research directions;
and 2) areas where extreme value points are possibly located, which
may show the most popular direction. According to our insights from
the user study, a small line number performs well on finding peaks.
However, too few lines are bad for finding extreme values. To weigh
these two factors, we then set the line number to 4. For fillings that
are bad at finding peaks, we decided not to use them. For the halo, as
we found no evident impact of it on the tasks, we chose to use it as a
preference. As a result, we obtained the multiclass contour, as shown
in Fig. 9.

In the figure, we can easily see the peaks, representing the research
directions, move towards the right as time passed. This plot provides
a very intuitive representation of the general development of research
over the past 20 years. More detailed, we boxed the areas where the
extreme values most probably appear in 3 years, representing the most
popular directions. For 2020, we drew two boxes, as we thought these
two areas might have similar research popularity.

By adding more semantics information to the contour visualization,
we can know precisely the contents of the research in these areas.
We placed keywords from the titles on the contours according to the
location of the relevant projects. The keywords in the boxed areas
may give some interpretations to the semantics. For 2000, the box
contains keywords like machine, system, and structure, which may
relate to research on traditional engineering. For 2010, the box contains
keywords like plant, molecular, and experiment, indicating that research
in life science may be the most popular around 2010. For 2020, each
of the two boxes represents one possible hottest direction. One of the
boxes has keywords like network, system, and data that are more likely
to be relevant to computer science. The keyword covid-19 appears
in another box, demonstrating that the research on the COVID-19
pandemic was also popular.

In the above example, we showed how to apply our guidelines to the
design of a multiclass contour for specific tasks, which let the analysts
get findings more easily.

8 DISCUSSION

This section discussed this work’s scalability and limitations and pro-
vided some further research directions.

First, the proposed framework was developed by summarizing ex-
isting techniques in the field of multiclass contour visualization and
was further investigated via a user study. The proposed framework
and design guidance will help designers give better designs for specific
tasks to a certain extent, especially for more and more inexperienced
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Fig. 9. An example of applying multiclass contour generated by our DSL and guidance into real-life data set. According to the semantics, we projected
NSF projects in 2000, 2010, and 2020 into a 2D space. Contours in three years are shown on the left, each with an independent value threshold,
while we used the same threshold in the middle multiclass contour. Additional keywords can provide more information on detailed semantics.

users, as the threshold of visualization creation is decreasing. These
guidelines will also bring help to the possible future automated gen-
eration of multiclass contours. Our proposed framework and related
research methods can be further applied to other methods in the scalar
field, such as heatmaps [7] and dots [34], or even other common visu-
alization methods that are not very relevant. However, applying it to
scenarios involving more complex tasks or data may face some chal-
lenges. Thus, more efforts are needed to enhance the framework, such
as enriching the design parameters or testing it with data from more
domains. At the same time, the proposed declarative DSL also needs
to be further extended by supporting more visual coding channels and
user interaction types.

Second, in this work, our user study only examined three design
parameters and attributes, and more research is needed to evaluate user
performances under other parameters. Contour visualization can be
used in different domains, and each domain may have its traditions
and styles in visualization designs. In addition, user tasks related to
multiclass contour can be diverse, way beyond those we used in our
experiment, and the sensitivities of different tasks to these parameters
may vary. Thus, it is necessary to investigate the effectiveness of all
essential parameters on diverse tasks and their interaction effects in
design. More user studies are needed, and the details of the experiment
also need more thought.

Last but not least, from the application in a real-world data set,
we have observed design conflicts when picking attribute values. A
specific rendering configuration that enhances one task may lead to
negative effects on completing another one. Such conflicts would be
more evident and severe when the complexity of the tasks increased. It
suggests that even a carefully constructed framework may have some
limitations in guiding practical applications; there is no panacea for
addressing every type of task. Thus, a fine-grained design summary

oriented by task type in practice is worth thinking about.

9 CONCLUSION AND FUTURE WORK

This paper aimed to provide task-oriented guidance for the design of
multiclass contour visualization. To this end, we developed a frame-
work for multiclass contour visualization by first reviewing and sum-
marizing existing technologies and then developing a declarative DSL
for fast implementation of multiclass contour visualization. Based on
the framework, a task-oriented user study was conducted to demon-
strate how different choices of parameters and their attributes in the
framework affect user performances in different analysis tasks. The
results provided valuable guidance for choosing attribute values for
constructing multiclass contour visualization. Finally, we showed how
the guidance could enhance real-world analysis tasks by giving an
example of NSF project data.

We will extend the framework for future work by considering more
design parameters and user interaction activities and testing it with
data from broader application domains. The DSL can also be further
improved to support the extension of the design parameters. More
experimental studies are also needed to validate other design param-
eters and deepen the understanding of the interaction among various
design parameters. Finally, we will also make efforts to develop more
comprehensive design guidelines based on the framework, including
more detailed user studies and summaries.
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